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TT he year 2003 was a landmark for the Advanced
Photon Source (APS). The number of users who did
an APS experiment at least once in 2003 increased

by 20% over 2002, to reach 2,747*. This made us, for the first
time, the largest scientific user facility in the Western
Hemisphere. And we’re not done growing! Other metrics
reflected the same trend; for example, the APS became the
world’s most prodigious depositor of structures into the Protein
Data Bank. This annual report demonstrates the real product of
our facility through a rich variety of scientific highlights in areas
from soil science to condensed matter physics.

In 2003, we were reviewed by a committee, appointed by
The University of Chicago and chaired by Yves Petroff, former
Director of the European Synchrotron Radiation Facility. The
review was very positive about the performance of the APS
accelerator complex; the orbit stability was described as “state-
of-the-art,” and top-up mode as a “resounding success.” We
are also very proud of the level of availability and reliability,
which we work very hard to attain—over 96% availability with
over 42 h mean time between faults in calendar year 2003. It
remains a significant challenge for us to sustain this level of
performance in the years to come, as we deal with aging equip-
ment and strive to make continuing performance improve-
ments. Innovations in machine performance last year described
in this report include implementation of real-time orbit feedback
and the first light from hard x-ray canted undulator sources at
sector 23.

It is exciting to see the many new beamlines being devel-
oped at the APS. Three new structural biology sectors are
under construction—the General Medicine and Cancer
Institutes Collaborative Access Team (CAT, sector 23),
Northeastern CAT (24), and Life Sciences CAT  (21). In the
physical sciences, the Inelastic X-ray Scattering Collaborative
Development Team (CDT, sector 30), the hard x-ray
Nanoprobe-CDT (26), and a bending magnet powder diffraction
beamline (11-BM) are all under development. The Nanoprobe
beamline will be intimately coupled with the Center for
Nanoscale Materials, which will sprout up at the south wall of
the APS in the summer of 2004. The building was generously
provided by the State of Illinois, and the equipment and operat-
ing budget will be funded by the Department of Energy (DOE).

In 2003 we submitted to the DOE Basic Energy Sciences
Advisory Committee (BESAC) a four-phased plan for upgrades

to the APS over the next 20 years, which would deliver over
three orders of magnitude performance improvement to our
users. The first two phases, constructing the remaining beam-
lines and tailoring insertion devices for the science of each sec-
tor, were strongly endorsed by BESAC. We are engaged in a
study to identify “New Scientific Directions for the APS,” spon-
sored by the APS Scientific Advisory Committee and co-
chaired by Gopal Shenoy (Senior Scientific Advisor, Argonne
National Laboratory) and Sunil Sinha (Professor, University of
California, San Diego). The study has identified a number of
key areas and will host workshops, culminating in a strategic
planning meeting to be held August 29–September 1, 2004
(http://www.dev.aps.anl.gov/News/Conferences/2004/apsspm/
asfsd.htm). From that meeting, we aim, among other things, to
identify the strongest scientific proposals for the four uncom-
mitted sectors.

The later phases of our upgrade plan include rebuilding the
storage ring to reduce the emittance by an order of magnitude.
The upgrade, more than 10 years from today, would deliver
improved beam to existing ports and might allow our users to
access fourth-generation capabilities. The new super storage
ring, which we are calling APS2, was listed in the long-term pri-
orities for new facilities by the DOE Office of Science
(http://www.er.doe.gov/Sub/Facilities_for_future/facilities_
future.htm). Dennis Mills (Deputy Associate Laboratory Director
for the APS) and Kwang-Je Kim (Senior Accelerator Physicist)
are in charge of strategic planning for APS2, and they will be

... is Associate Laboratory Director of Argonne National Laboratory and

Director of the Advanced Photon Source.
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David H. Mao (left, Director of the High Pressure Collaborative
Access Team, or HP-CAT) showing a panoramic high-pressure dia-
mond-anvil cell to Murray Gibson, inside the beamline 16-ID-D
research station. The HP-CAT is one of the most recent APS sec-
tors to pass through commissioning and into operations. The inte-
grated high-pressure facility at HP-CAT is opening myriad new
research frontiers in multidisciplinary physical sciences.
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*This was in part due to increases in the allocation of beam time on

APS-operated sectors and to the increase in the number of beamlines

accepting general users (22 vs. 25 insertion device beamlines and 8 vs.

10 bending magnet beamlines in 2002 and 2003, respectively).
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posals, non-resident user access issues, and the transfer of
Office of Basic Energy Sciences (BES) sectors to APS opera-
tions support. A new policy was implemented to help keep the
Steering Committee  up to date on new developments  among
users. This was accomplished by inviting user group represen-
tatives  to join the Committee for lunch and give short presen-
tations. In the course of the year, all APS user groups have this
opportunity to share issues and concerns with the Steering
Committee.

Finally, the Steering Committee initiated a special work-
shop to focus attention on an area of importance to a large frac-
tion of the users, the “Technical Workshop for Protein
Crystallography CATs” held on January 13, 2004. Presen-
tations were made by representatives from nearly all of the life-
science CATs on three critical subjects: future developments in
common user interfaces, implementation and development of
robotics, and the future of telepresence. Consensus was
achieved that telepresence in particular is an especially prom-
ising area in which to invest now, in order to achieve the high-
est level of productivity and standardization. These issues are
being pursued further at workshops associated with the 2004
Users Meeting for the Advanced Photon Source, sponsored as
always by the APSUO. ❍

TT he highlight of the year was the Twelfth Users
Meeting for the Advanced Photon Source  on
April 19-May 1, where nearly 500 APS users set

a new attendance record. They were rewarded with an out-
standing collection of scientific talks and workshops that
ranged from imaging insect respiration to the latest in
nanoscience and proteomics. Special presentations were
given by Paul Doucette, chief aide to U.S. Representative
Judy Biggert (R-IL13), who represents the Argonne area in
Congress and is a leader in promoting funding for the
Department of Energy (DOE) Office of Science, and by
Susan Ginsberg of the American Physical Society, who
provided a Capitol Hill-view of the merits of user outreach
to their elected representatives. The meeting itself gener-
ated over 100 letters sent by users to their senators and
representatives, and clearly motivated the APS user com-
munity to be more active in educating our federal govern-
ment about the value of synchrotron science at the APS.

Washington outreach was a recurring theme for the
Advanced Photon Source Users Organization (APSUO) in
2003. In April, a team of user-group chairs from the APS
as well as from our sister DOE labs, the National
Synchrotron Light Source, the Advanced Light Source,
and the Stanford Synchrotron Radiation Laboratory, trav-
eled to Washington, D.C., to expound on the importance of
the DOE investment in synchrotron science. In addition to meet-
ings at the Office of Science & Technology Policy that included
an unscheduled session with its director, Dr. Jack Marburger,
we met with officials from the Office of Management and Budget
(OMB) as well as staff of the House Science Committee, the
House Appropriations Committee, the Senate Committee on
Energy and Natural Resources, and the Senate Appropriations
Committee.

In the fall of 2003, the users of the APS submitted elec-
tronic letters to Congress and OMB: nearly 400 APSUO mem-
bers generated over 1,000 letters to Washington, a total nearly
ten times higher than from any other DOE user group! The
APSUO has set a standard for Washington outreach that is the
envy of our colleagues, and one that we should strive to sur-
pass in 2004. The APSUO also initiated the first joint letter to
Congress from the “Consortium of Science User Groups,” con-
sisting of the elected chairs of 15 different user organizations
associated with DOE Office of Science facilities.

At the quarterly meetings throughout the year, the APSUO
Steering Committee has been called upon to advise APS man-
agement on issues including the University of Chicago Review
of the APS in September, the APS 20-year plan, the centralized
General User Proposal system, the call for partner user pro-

RE P O R T F R O M T H E APS US E R S OR G A N I Z AT I O N—2003
ST E P H E N M. DU R B I N. . .
... (Chair, APS Users Organization) is Professor of Physics at Purdue University and a user with X-ray Operations and Research.

Erin Miller (left), a student from the University of Washington, chats with
Steve Durbin, APSUO Chair, in front of the Advanced Photon Source
exhibit at the 2004 American Physical Society March Meeting.
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As a way of developing a broader view of the APS, the
SAC has decided to perform cross-cutting reviews during its
meetings. The first such review was a one-day review of
microbeam capabilities and plans around the ring. This was a
success in many ways, not only for the committee, but also for
the APS staff and users (who were welcomed to the talks). It
provided a snapshot of activities at a much broader scale than
we normally can get from sector reviews, which is a necessary
part of optimizing utilization of the country’s brightest x-ray
source. We intend to continue with these reviews and have ten-
tatively agreed that the next such review will be centered on sci-
ence that requires and exploits the time structure of the ring.

Among many other topics, the SAC also discussed metrics
for industrial users, the “20-Year Plan for the APS,” The
University of Chicago review of the APS, and the Department
of Energy roadmap for future facilities. In all, it was a very full
meeting, and the committee ended exhausted but confident
that the APS is doing great science. ❍

TT he second meeting of the APS Scientific Advisory
Committee (SAC) was held on January 20-22, 2003,
at Argonne. Once again, the SAC spent much time on

the reports of the sector review panels (SRPs) that met in 2003
to review APS sectors 8, 10, 14, 15, 17, 19, 20, and 22. The
SRP membership included SAC members in every case, and in
every case, a SAC member was chair. The chair of each SRP
delivered an oral report in addition to the written reports, and
the full committee discussed each report and formulated rec-
ommendations. We thank all of you for your cooperation in this
process, which we understand is burdensome. However, it is a
critical part of the never-ending assessment of the performance
of the APS, which in turn is the key to continuing and increas-
ing funding for operations. In addition, the SAC reviewed the
responses to the prior round of sector reviews and developed
additional requests for actions where appropriate.

Another task before the APS and the SAC is determination
of optimal staffing levels for different sectors, and Gabrielle
Long (Experimental Facilities Division) presented the results of
her preliminary analysis of this problem. The SAC encourages
the Partner User Council, the APS Users’ Organization, and
other interested parties to send us their thoughts, as this is a
difficult area and additional input will be helpful. Finally, Partner
User Proposals were reviewed, and recommendations given to
the Director.

APS SC I E N T I F I C AD V I S O R Y CO M M I T T E E ME E T I N G,
JA N UA R Y 20-22,  2004
J.  MI C H A E L RO W E. . .
... (Chair, APS Scientific Advisory Committee) is the Director of the Center for Neutron Research at the National Institute of
Standards and Technology.

APS ALD Murray Gibson (far left) with members of the SAC and
guest reviewers (GR), listening to presentations during the APS
Cross-Cut Review, “Science with Microbeams.” Left to right at
the table are: Kathleen Taylor (General Motors Research &
Development and Processing Center [retired]), Joachim Stöhr
(Stanford Synchrotron Radiation Laboratory), Paul Peercy
(University of Wisconsin-Madison), Denis McWhan (Brook-
haven National Laboratory [retired]), Jano Kirz, GR (State
University of New York at Stony Brook), Review Chair Gerhard
T. Materlik (Diamond Light Source), J. Michael Rowe (National
Institute of Standards and Technology), Harald Ade, GR (North
Carolina State University), Peter Ingram (Duke University Medi-
cal Center), Wayne Hendrickson (Columbia University College
of Physicians and Surgeons), John R. Helliwell (University of
Manchester), Stephen Durbin, ex officio SAC member (Purdue
University), Howard Birnbaum (University of Illinois at Urbana-
Champaign [retired]), Paul Bertsch (Savannah River
Ecological Laboratory), and William Bassett (Cornell Univer-
sity). A complete list of SAC members can be found in the
appendices to this report.
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the SAC panels that review APS sectors. The PUC Chair and
Deputy Chair also participate in setting the agenda for the
monthly APS/User Operations Meetings.

In addition to these standing responsibilities, input on several
issues has been requested by the APS. In some cases, the
Council has formed ad hoc committees to meet the APS opera-
tions and CAT/partner user issues. In others, the requests have
been forwarded to the TWG for discussion. In order to provide
user input on current and future operational modes of the APS
storage ring, a standing committee has been formed. Discussion
is ongoing in an attempt to mitigate the apparently conflicting
operational requirements of different user groups. Representation
in this group will be expanded in 2004, and an impact statement
to the APS is planned.

The Council has proven to be an effective forum for focusing
on user concerns related to operations, etc. The initial Partner
User Council forum to discuss user questions about a new inser-
tion device front end developed by the APS helped clarify the rel-
evant issues for both the user community and APS management.
Subsequent mitigation by the APS was effective, and Council
input was included during the process.

The year 2003 has been a learning experience for the user
groups that participate in the Council. The new responsibility
placed on the users to define and pursue to closure issues that
are relevant to effective scientific productivity at the sectors is
sometimes a daunting challenge. We look forward to an even
more effective forum in 2004. ❍

TT he formation of the APS Partner
User Council (PUC) was one of
the last acts of the APS

Research Directorate (RD), which had
been the forum for discussion of manage-
ment issues involving the APS and the col-
laborative access teams (CATs). In the last
meeting of the RD and the first meeting of
the PUC, the Chair, Jim Viccaro, was
elected. His first act was to request that
John Quintana, Director of DND-CAT,
become the Deputy Chair. Quintana
accepted, and the new forum was initiated 

From the outset, the PUC was not
intended to be the Research Directorate
with only a change in name. There are
substantial differences in the way business
is now conducted. The PUC is composed
of a member representative from each
APS sector; the representative is
appointed by the partner user manage-
ment responsible for the development and
operation of the sector. These PUC mem-
bers are non-APS employees; however the APS may also
appoint ex-officio members, who may be APS employees at sec-
tors not otherwise represented. Additional standing members of
the Council include the chairs of the Technical Working Group
(TWG), Reinhard Pahl (The University of Chicago/CARS) and
Eric Dufresne (APS/MHATT/XOR); and a representative of the
APSUO, Mark Rivers (The University of Chicago/CARS).

The PUC sets the agenda with input from the members and
in consultation with APS management. The principal thrust of
the meetings is to discuss issues related to current and future
beamline operations, APS facility development, and APS/part-
ner user relationships. The main objective is to provide advice
and recommendations to the APS management. Towards this
end, the Council may appoint ad hoc committees to focus on
specific issues.

Three meetings were held in 2003, including the inaugural
one.The meetings, which are preceded by an executive session,
have been well attended with lively discussion. APS manage-
ment has readily adopted the new format and been forthcoming
and responsive to issues raised by Council members.

As a result of the change in operational paradigm, the part-
ner users have quite a bit more responsibility as participants in
APS committees related to operations and user issues. For
example, John Quintana regularly attends the weekly APS
Operations Meeting as the Council representative. The Council
Chair is an ex officio member of the APS Scientific Advisory
Committee (SAC), and the Council also has representation on

TH E APS PA R T N E R US E R CO U N C I L
P.  JA M E S VI C C A R O. . .
... (Chair, APS Partner User Council) is the Executive Director of the Consortium for Advanced Radiation Sources (CARS) at The University of
Chicago and ChemMatCARS Principal Investigator.
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Jim Viccaro (third from right) with some of the advanced placement physics students from
Riverside-Brookfield High School, in Illinois, who spent a day at the ChemMatCARS sector 15
beamlines in the APS experiment hall  (see Murray Gibson’s “Welcome”). ChemMatCARS
and APS staff members guided the students through an intensive curriculum that ranged
from basic scientific principles to the finer points of experimentation.
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6

ing field of research. The National School on Neutron and
X-ray Scattering, organized each year by Argonne’s (ANL’s)
Intense Pulsed Neutron Source (IPNS), the APS, and the ANL
divisions of Materials Science and Education (Fig. 1); the pro-
gram for advanced placement high school students hosted by
the Chemistry and Materials beamlines of the Consortium for
Advanced Radiation Sources Collaborative Access Team

(ChemMatCARS-CAT) at APS sector 15; the group of undergrad-
uate engineering students participating in a National Science
Foundation Research Experience for Undergraduates  program,
who performed a series of synchrotron x-ray tomography experi-
ments at GeoSoilEnviroCARS-CAT (GSECARS, APS sector 13)
(Fig. 2); and the American Crystallographic Association Summer
School in Crystallography, which brings students to the Industrial
Macromolecular Crystallography Association (sector 17) and
BiologyCARS-CAT (sector 14) beamlines, are a few examples of
the community’s commitment to science education.

I hope that you enjoy the information in this annual report.We
at the APS are proud of the success of our users. Whether you
are a present or prospective user, we hope that you will be a sat-
isfied user in the future. The outlook for APS science is bright,
although we face the challenge of securing the resources needed
to achieve our vision. We are grateful to the DOE for its continu-
ing support of our facility. ❍

organizing seminars, workshops, and feasibility studies over
the next couple of years to narrow the design choices for this
exciting upgrade.

The APS is a key partner in the major DOE project to con-
struct the first x-ray laser (the fourth-generation x-ray facility) at
the Stanford Linear Accelerator Center (see p. 160). We are
also seeking external funding to develop our own fourth-gener-
ation free-electron laser into a source for vacuum ultraviolet
radiation (see p. 159).

We have moved forward significantly in our efforts to sup-
port user sectors that were previously receiving operational
support from the DOE Office of Basic Energy Sciences.
Sectors 1, 2, 3, 4, 11, and 12 are now fully supported by the
APS; sectors 7, 8,  and 20 receive significant support; and sec-
tor 9 receives some support. Today we have 25 more beamline
scientific staff within the X-ray Operations and Research (XOR)
group than we had three years ago. We are delighted that
Gabrielle Long has joined us as the Associate Division Director
in the Experimental Facilities Division. She is responsible for all
our beamline operations and research. Gabrielle will have the
primary role of attracting outstanding new beamline staff as we
expand in the future and of overseeing the evolution of focused,
dedicated capabilities amongst our beamlines. The latter was
identified by The University of Chicago review committee as the
most significant challenge for APS to address in increasing the
scientific impact of our users.

The APS Operations Division (AOD) has also increased
support to users, in areas such as beamline controls and data
acquisition, computer support, experimental safety review, and
the detector pool. We were very pleased in 2003 to welcome
Bill Ruzicka as Division Director for AOD. The University of
Chicago review of the APS was very supportive of the changes
we are making in XOR and AOD to maximize the scientific
impact of users, and identified some areas where we could  fur-
ther leverage success, especially in the structural biology area.

Of course, the future of x-ray science is really in the hands
of the next generation of x-ray scientists. The APS is committed
to providing the opportunities and environment for young peo-
ple who are interested in an up-close encounter with this excit-

Fig. 1. Participants in the fifth year of the highly successful
National School on Neutron and X-ray Scattering (NSNXS). This
year’s NSNXS, whose Scientific Directors were Dean Haeffner
(XFD) and Raymond Osborn (MSD), welcomed 60 graduate stu-
dents pursuing doctorate degrees at U.S. universities while major-
ing in physics, chemistry, materials science, or related fields. The
school gives students tutorial lectures on scattering theory, neu-
tron and synchrotron x-ray source characteristics, and scattering
methods for condensed matter research; lectures by prominent
scientists; and hands-on experiments at both the IPNS and APS.

Fig. 2. Amy Grove, a senior Civil Engineering major at Cornell
University, shown in the GSECARS 13-BM tomography station align-
ing a sediment/barrier core prior to collecting images of several
sediment/reactive barrier systems. Her work is part of a pilot-scale
study conducted at the University of New Hampshire and funded
by the Cooperative Institute for Coastal and Estuarine
Environmental Technology and the Hazardous Substance
Research Center South/Southwest.
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The APS facility occupies an 80-acre site on the Argonne National Laboratory campus, 
about 25 miles from downtown Chicago, Illinois.

For maps of the Argonne/Chicago area, see http://www.aps.anl.gov/user/maps/maps.html.
For directions to Argonne, see  http://www.anl.gov/OPA/anlil.html.

A C C E S S T O B E A M T I M E A T T H E A P S
There are two ways to obtain beam time at the APS: as a general user (a researcher not associated with a particular beam-
line) or as a partner user, e.g., a member of a collaborative access team (CAT). If you are a CAT member, contact your CAT
for instructions on applying for CAT beam time. All operating beamlines at the APS reserve at least 25%  of their available
beam time for general users.beam time.

How general users can apply for beam time at the APS:
1) New users should read the information for new users found on on our Web site at http://www.aps.anl.gov/user/new_users.html
before applying for beam time. Also, certain administrative requirements must be completed. In particular, a user agreement
between the APS and each research-sponsoring institution must be in place.

2) To choose the appropriate beamlines, consult the APS techniques directory (http://beam.aps.anl.gov/pls/apsweb/bd_dis-
play_pkg.technique_dir). Detailed beamline specifications (http://www.aps.anl.gov/aps/beamtime-nav.html) are also available.

3) Submit a proposal via the Web-based system. Proposals are evaluated before each user run. For more information and the
current proposal schedule, see the proposal system overview (http://www.aps.anl.gov/user/beamtime/prop_submission.html).
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XX -ray and neutron diffraction have long been
powerful techniques in crystallography, but
they suffer from a serious drawback.

Although scattering amplitudes can be measured with
precision, information about the phase of the scattered
radiation is lost. This phase ambiguity means that the
scattering data cannot be simply Fourier transformed
into a map of atom locations. Instead, complex statisti-
cal methods must be used to retrieve the phase infor-
mation and extract the crystal structure. Atomic fluores-
cence emitted during excitation of an x-ray standing
wave provides a powerful alternative because phase
information can be retained. Recently, researchers at
Argonne National Laboratory, Northwestern University,
and the University of Illinois at Chicago used this tech-
nique to locate impurity atoms in the crystal lattice of
muscovite.

X-ray standing waves are created in a crystal when
an incoming beam is reflected by Bragg planes in the
lattice, much like the standing wave in an organ pipe.
Atoms in this standing wave field will then emit charac-
teristic fluorescence radiation that allows identification.
Because this characteristic emission signals both
phase and amplitude, these data can be Fourier trans-
formed back to a real-space atomic distribution. For the
present experiment, the research team examined the
distribution of manganese, iron, titanium, and barium
impurities in a sample of muscovite mica, whose native
atomic constituents are potassium, silicon, and alu-
minum.

The research team used x-rays from the
BESSRC/XOR beamline 12-ID-D at the APS. A silicon
monochromator selected the beam’s energy to 7.44
keV, and additional beam conditioning was provided by
two postmonochromators. Characteristic atomic fluorescence
was collected at a grazing angle above the sample surface
plane and analyzed with a solid-state detector. X-ray standing
wave data were taken for the first eight orders of Bragg reflec-
tion. For each Bragg order, the sample was rotated through the
Bragg reflection to shift the standing wave pattern to modulate
the atomic emission yield. In this experiment, phase data were
obtained via dynamical diffraction theory and known structure
factors for muscovite. The amplitude and phase data could then
Fourier inverted to create the real space representation.

The researchers found that the distributions of lattice
cations obtained by the standing wave method quantitatively
reproduced the known structure of muscovite (Fig. 1). In this
study, the known muscovite scattering structure factors were
used in analysis of the fluorescence yield. But even if the bulk
structure is not available, it should be possible to make use of
the precision reflectivity measurements to iteratively invert the
data without reference to a priori structural information.
Although more complex, such an inversion would produce a
completely model-independent distribution of lattice atoms.

To demonstrate the feasi-
bility of the model-dependent
approach, the research team
obtained the density distribu-
tions of the impurity atoms
Mn, Fe, Ti, and Ba. The results
show that while Mn, Fe, and Ti
occupy octahedral (Al) sites,
the Ba impurities are found at
interlayer positions (K sites).

X-ray standing wave
methods such as those
demonstrated in this work pro-
vide an alternative to conven-
tional diffraction techniques,
particularly if element-specific
density distributions are
desired. In the future, x-ray
standing wave structural data

are expected to be especially useful in complex bulk-impurity
measurements and surface chemistry studies. Moreover, these
results indicate the value of high-brightness facilities, such as
the APS synchrotron, in successfully carrying out x-ray stand-
ing wave measurements. ❍

See: L. Cheng1, P. Fenter1, M.J. Bedzyk1,2, and N.C.
Sturchio1,3, “Fourier-Expansion Solution of Atom Distributions
in a Crystal Using X-ray Standing Waves,” Phys. Rev. Lett.
90(25), 255503-1 to 255503-4 (27 June 2003).
Author affiliations: 1Argonne National Laboratory,
2Northwestern University, 3University of Illinois at Chicago

This work was supported by the Geosciences Research Program of the
U.S. Department of Energy, Office of Science, Office of Basic Energy
Sciences, through Contract No. W-31-109-Eng-38, and was conducted
at the BESSRC/XOR beamlines at the APS and at the X-ray Diffraction
Facility at Northwestern University (supported by National Science
Foundation Contracts No. DMR-0076097 and No. CHE-9810378). Use
of the Advanced Photon Source was supported by the U.S. Department
of Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.

MA P P I N G IM P U R I T Y AT O M S W I T H X-R AY STA N D I N G WAV E S

Fig. 1. Distributions of lattice
atoms (K, Si, Al) and impurity
atoms (Mn, Fe, Ti, Ba) in the mus-
covite unit cell. Blue lines show
distributions based on Fourier
solution of x-ray standing wave
data. Red lines indicate lattice
atom distributions similarly der-
ived from crystallographic data.
Diagram at top shows unit cell
model on same scale as distribu-
tion data. Interlayer, tetrahedral,
and octahedral sites are red,
blue, and green, respectively.
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AA major challenge in the study of
nanometer-scale particles is their
tendency to behave unpredictably:

they aggregate, or clump together, and nucle-
ate, or disperse. One way to achieve a degree
of stability and homogeneity is to cap the parti-
cles with a molecular agent that acts at the sur-
face of the particle to control the size. This
allows more precise exploration of the structure
and electronic properties of nanoparticles.

By using an array of probes, including
high-energy spectroscopy at the PNC/XOR 20-
BM and 20-ID beamlines at the APS, and the
Canadian Synchrotron Radiation Facility
(CSRF) at the Synchrotron Radiation Center
(SRC),  University of Wisconsin-Madison,
researchers from the University of Western
Ontario conducted a systematic study of the
structural and electronic characteristics of gold
nanoparticles. In these studies, the capping
agent thiol was used to manipulate and control
the size of the nanoparticle, and high-beam
probes measured changes in the surface elec-
tronic charge and crystal structure of the parti-
cles as the size decreased.

First, by manipulating the ratio of the gold
salt and the capping agent at 0°C, a degree of
control was achieved in synthesizing gold
nanoparticles ranging in size from 1.6 to 4.0 nanometers.

Extended x-ray absorption fine structure (EXAFS) analysis
revealed that the structure of the gold nanoparticles did indeed
change as size varied. In the smaller nanoparticles, the atoms
in the lattice contracted relative to bulk as the size decreased.
This confirms and further refines the results of electron
microscopy probes. Measurements of the x-ray absorption
coefficient of the particles also revealed that as the size
decreased, the EXAFS oscillations were broader and less
intense, though the pattern remained intact, suggesting that
the smaller particles become more disordered and the
nanoparticle remains crystalline.

Probes of the electronic characteristics of the nanoparti-
cles by using x-ray absorption near-edge structure (XANES)
analysis showed that the electronic charge of the thiol-capped
nanoparticles was depleted in the smaller particles (Fig. 1).

The capping molecule alkanethiolate also affected the
electronic properties of the nanoparticles. Naked or weakly
capped nanoparticles generally contract relative to the bulk.
However, analysis with x-ray absorption fine structure (XAFS)
detected a slight reduction in the contraction of thiol-capped
particles.

XANES analysis supported a previous observation,
inferred from measuring the intensity of the x-ray whiteline, that
there is some transfer of electronic charge from the gold
nanoparticle to the thiol capping agent. XANES analysis also

was used to determine whether the interaction of the bonding
agent sulfur/thiol was sensitive to size. Previous studies had
suggested a weak correlation with size, and this analysis sup-
ported that finding, revealing only a slight increase in bonding
strength for the smallest 1.6-nanometer nanoparticles.

This systematic study of the properties of gold nanoparti-
cles demonstrates that it is possible to gain a degree of control
over the size and stability of nanoparticles and, with the help of
high-intensity x-ray beams, obtain a more detailed understand-
ing of the fundamental properties of these building blocks for
the next generation of nanotechnologies. ❍

See: P. Zhang and T.K. Sham, “X-ray studies of the structure
and electronic behavior of alkanethiolate-capped gold
nanoparticles: The electronic interplay of size and surface
effects,” Phys. Rev. Lett. 90(24), 245502-1 to 245002-4 (2003).
Author affiliations: University of Western Ontario

Research at the University of Western Ontario and CSRF supported by
NSERC of Canada. XAFS were obtained at PNC/XOR (supported by
U.S. DOE under Contract No. DE-AC02-98CH10886) and at SRC,
University of Wisconsin-Madison (supported by U.S. NSF, Grant No.
DMR-0084402). Use of the Advanced Photon Source was supported
by the U.S. Department of Energy, Office of Science, Office of Basic
Energy Sciences, under Contract No. W-31-109-Eng-38.

RE V E A L I N G FI N E DE TA I L S O F GO L D NA N O PA R T I C L E S

Fig. 1. Raw data obtained at the APS show the trend of the absorption spectrum as a
function of size. The arrow indicates the similarities of spectra as size increases. As the
particles become larger, the features are better defined. The inset shows the threshold
of absorption where the x-ray has sufficient energy to take one electron from a 2p3/2

to a higher level of gold 5 d character above the Fermi level.
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WW ith the right stimulus, some materials can
make a transition from a low-density amor-
phous form to a higher density one. Though

long known, this phenomenon of polyamorphism is not
well understood. Part of the solution to this mystery lies in
untangling the changes in atomic order over various length
scales. Glasses, for example, can exhibit short-range
order, which involves correlations between nearest neigh-
bors. But ordered correlations beyond this can also exist,
especially in network-forming glasses, and are generally
known as intermediate-range order correlations. During
transitions among amorphous forms, changes occur in
both short-range and intermediate-range order. The former
tend to be more straightforward, while the latter have
become the subject of intense debate. Recently, a collabo-
ration of researchers from the University of Wyoming,
Argonne National Laboratory, Arizona State University,
and the Centre de Recherche sur les Matériaux à Haute
Température, in Orléans, France, has used x-ray and neu-
tron diffraction to reveal the mechanism by which impor-
tant structural changes occur in the glassy network before
a polyamorphic transition in GeO2.

Canonical network glasses, such as GeO2 and SiO2,
both consist of corner-shared tetrahedra that link together to form
cage structures. Likewise, both these systems undergo a
polyamorphic transition under pressure. The structure of these
materials becomes more compact as the coordination gradually
changes from fourfold to sixfold. When pressure is removed, the
coordination returns to fourfold but the density of the glass is found
to be permanently increased, giving important clues to the mech-
anism of densification. Compaction results in a decrease of inter-
mediate-range order and reduction in size of the network cages. In
glassy GeO2 this is also associated with a decrease in Ge-O-Ge
bond angle with only a slight elongation of the Ge-O bond length.
Previous neutron studies are subject to the problem of overlapping
correlations, making it impossible to obtain exact details on the
Ge-Ge distances. With a combination of neutron and x-ray scat-
tering, new experiments at the APS have been able to highlight the
salient structural transformations in densified GeO2.

In the current work, samples of GeO2 were synthesized by a
sol-gel process and annealed at 1400ºC for 12 hours. The result-
ing glass was densified at room temperature in a 10-gps diamond
anvil cell at Arizona State University. The sample’s density
increased by 11% and was observed to be stable during the two-
year study. Neutron diffraction measurements were performed at
the Intense Pulsed Neutron Source at Argonne National
Laboratory, and the x-ray scattering was carried out at the
BESSRC/XOR beamline ID-11-C at the APS. Taken together, the
neutron and x-ray data make it possible to obtain difference struc-
ture factors, with each partial structure factor (Ge-Ge, O-O, and
Ge-O) eliminated.

From previous studies, it has been long believed that the
cation-cation correlations (Ge-Ge) were primarily responsible for
the changes in intermediate-range order observed after densifi-

cation. But the difference structure factors obtained here show
that the structural changes are greatest when the Ge-Ge corre-
lations are eliminated and least when O-O correlations are fac-
tored out. Given the accepted picture of a network of corner-
shared GeO4 tetrahedra, the most likely explanation is that the
tetrahedral units are rotated about the Ge-O-Ge bonds during
densification and undergo slight distortion at the same time
(Fig. 1).

These results have resolved the complex puzzle of how the
network collapses, leading up to a polyamorphic transition in a
classic network glass. Because the experiments required accu-
rate data across a wide range of momentum transfers only
achievable with high-energy x-rays, they also demonstrate the
importance of third-generation synchrotron sources in making
such studies feasible. In future, it should be possible to do in situ
measurements on an absolute scale and follow the details of
changes in glass structure all the way through the amorphous
transitions. ❍

See: S. Sampath1,2, C.J. Benmore2, K.M. Lantzky1, J.
Neuefeind 2, K. Leinenweber 3, D.L. Price 2,4, and J.L. Yarger 1,
“Intermediate-Range Order in Permanently Densified GeO2

Glass,” Phys. Rev. Lett. 90(11), 115502-1 to 115502-4 (21
March 2003).
Author affiliations: 1University of Wyoming, 2Argonne National
Laboratory, 3Arizona State University, 4CNRT-CRMHT

This work was funded in part by the DOE, DOD-ARO, and NSF under
Contracts No. DOE-DE-FG-2- 00ER45836, No. NSF-CHE-0094202, and
No. DODARO-DAAD19-01-1-0433. Use of the Advanced Photon Source
was supported by the U.S. Department of Energy, Office of Science,
Office of Basic Energy Sciences, under Contract No. W-31-109-Eng-38.

CR A C K I N G OP E N A GL A S S PU Z Z L E

Fig. 1.  Mechanism for GeO2 densification proposed on the basis of
combined neutron and x-ray diffraction studies. (Oxygen atoms are
blue, germanium atoms are red.)  Oxygen-oxygen correlations were
found to be the most important factor in the changes in intermediate
range order accompanying densification.  The decrease in next-near-
est neighbor oxygen distance is likely the result of rotation of the GeO4

tetrahedra around the Ge-O-Ge bonds.
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SS andwich a little germanium
between layers of silicon, and
you've got yourself the heart

of a high frequency transistor—if you
can keep the germanium film smooth
and regular on atomic scales. That's
tricky because germanium and silicon
atoms naturally arrange themselves in
crystal lattices with slightly different
spacings. However, as materials sci-
entists from Northwestern University
recently found, a dash of tellurium pro-
motes orderly growth.

The atoms in both silicon and ger-
manium fit into diamond structure lat-
tices, and, in principle, it's possible to
put down layers of germanium atoms
that line up perfectly with the atoms in
the silicon substrate, a process called
epitaxial growth. However, germanium
atoms naturally space themselves
about 4% farther apart than silicon
atoms, so the atoms in the germanium film are squeezed
together horizontally. To compensate, they push farther apart
vertically. After just a few layers of growth, the germanium
atoms begin to rearrange to relieve the strain, and such “relax-
ation” creates defects in the film and can even cause the ger-
manium to collect in little islands. The germanium and the sili-
con from the cap layer may also diffuse into each other, blurring
the material interface, which, for most device applications,
should be sharply defined.

Mixing in traces of arsenic, antimony, bismuth, or tellurium
helps quell the unruliness by tying up the dangling chemical
bonds on the surface as the film grows. For example, a little tel-
lurium inhibits island formation and makes it possible to lay
down hundreds of atomic layers of germanium one at a time,
although such thick films are still riddled with defects. Now the
Northwestern team has shown that tellurium also promotes the
growth of strained, defect-free  films up to nine layers thick.
The tellurium atoms also inhibit the germanium atoms from
migrating into the silicon cap, thus creating an atomically sharp
interface. To prove it, the researchers employed a pair of x-ray
techniques that revealed the atomic-scale structure of germa-
nium films grown on a silicon (001) surface and capped with
more silicon.

The team studied the vertical distribution of germanium by
using x-ray standing waves in experiments at the DND-CAT
beamline 5-ID-C at the APS and the National Synchrotron Light
Source beamline X15A. Monochromatic x-rays diffracted off lat-
tice planes in the silicon substrate, and the incident and dif-
fracted beams interfered to create a standing wave that per-
meated the germanium above and caused it to fluoresce.

Researchers scanned the angle of the incident x-rays through
the diffraction condition, which moved the planes of maximum
intensity through the germanium and revealed the distribution
of the material. Measurements around several diffraction peaks
showed that for films grown in the presence of tellurium, ger-
manium up to nine layers thick remained defect free. Without
the tellurium, films just 3.7 layers thick relaxed and formed
defects.

The researchers next studied the horizontal distribution of
the germanium at the DND-CAT beamline by using a technique
known as grazing incidence x-ray diffraction (GIXD). A beam of
x-rays struck the sample at an angle so glancing that it could
not penetrate deep into the silicon but was almost completely
reflected. The beam could still probe the surface of the sample,
however, and diffract off lattice planes lying perpendicular to it
like a dominoes standing on end. The diffraction measure-
ments showed that for films as thick as nine layers grown with

A DA S H O F TE L LU R I U M SM O O T H E S T H E WAY T O MO R E
OR D E R LY F I L M S O F GE R M A N I U M O N SI L I C O N

Fig. 1. Grazing incidence x-ray scattering data for a 70-Å Si/9 mono-
layer (ML) Ge/Si(001) heterolayer structure grown by molecular
beam epitaxy with and without a Te atomic layer being used as a
surfactant. These are HK scans at H = K and L = 0.01, at which the
probed depth should be approximately 100 Å. The peak at H = K =
2.00 corresponds to the Si(220) Bragg peak. a) For the 9 ML Ge/ no-
Te GIXD scan, there is evidence of fully relaxed Ge with the peak
showing up at H = K = 1.92. b and c) This does not appear when Te is
used as a surfactant. (Each set of data is vertically offset for reasons
of clarity.) The left side depicts the side view of the resultant mor-
phology for heterolayer structure. Ge/Si intermixing and islanding
occur when Te is not used as a surfactant.
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tellurium, the germanium atoms had the same horizontal spac-
ing as the silicon atoms. But in a nine-layer film grown without
tellurium, some of the germanium had relaxed to its usual,
looser spacing.

The results show that tellurium impedes the movement of
germanium atoms in the accumulating film, inhibiting relaxation
and promoting the growth of orderly films. In theory, tellurium
should be more effective than arsenic, antimony, or bismuth in
smoothing germanium growth, as a single tellurium atom will tie
up all the loose bonds from a silicon or germanium atom. It
takes a pair of arsenic, antimony, or bismuth atoms to do the
same thing. Bolstered by their smooth progress so far, the
researchers hope to use tellurium to make thicker defect-free
films. ❍

See: B.P. Tinkham, D.M. Goodner, D.A. Walko, and M.J.
Bedzyk, “X-ray studies of Si/Ge/Si(001) epitaxial growth with Te
as a surfactant,” Phys. Rev. B 67(3), 035404-1 to 035404-6 (15
January 2003).
Author affiliation: Northwestern University
This work was supported by the National Science Foundation's Division
of Materials Research under contract numbers DMR-9973436 and
DMR-0076097 to Northwestern University and by the Department of
Energy under contract number DE-AC02-98CH10886 to Brookhaven
National Laboratory, and by the State of Illinois under contract number
IBHE-HECA-NWU-96 to Northwestern University. Use of the Advanced
Photon Source was supported by the U.S. Department of Energy,
Office of Science, Office of Basic Energy Sciences, under Contract No.
W-31-109-Eng-38.

QUA N T U M L AY E R I N G I N TH I N ME TA L F I L M S
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AA dvances in nanotechnology critically depend on
understanding the behavior of matter on an atomic
scale. As the size of a structure decreases, its prop-

erties are increasingly influenced by the nonclassical rules of
quantum mechanics. Of particular interest is the question of
how thin films grow during atomic deposition onto a substrate.
Theory predicts that quantum effects will control the morphol-
ogy and thickness of the thin films as they grow, but experi-
mental observations of this process have been difficult to
obtain. Recently, researchers from the University of Illinois at
Urbana-Champaign have used UNI-CAT beamline 33-ID at the
APS to form a detailed picture of the growth of thin films of lead.

In metal films, electronic effects are important, and for
thicknesses of one to several monolayers, quantum size effects
are expected to play a dominant role. One direct manifestation
of these effects will be variations in the atomic interlayer spac-
ing as a function of the number of layers. Previous studies have
attempted to measure step heights by means of scanning tun-
neling microscopy and helium atom scattering, but such meth-
ods are sensitive only to the topmost layer of the metal films. In
the present work, x-ray specular reflection was used to pre-
cisely measure changes in the film structure for a wide range
of thicknesses.

The samples were prepared by depositing lead vapor from
an effusion cell onto a freshly prepared Pb/Si(111)-(√3 × √3)
reconstructed surface maintained at a temperature of 110K.
Films were built up incrementally, and their structures were ana-
lyzed with each full completion of a new atomic layer. The
extended x-ray reflectivity was measured at the 33-ID surface
x-ray diffraction station. The incident beam energy was 19.9
keV, and the scattered x-rays were collected with a scintillation
point detector. The background-subtracted integrated intensity
for coverages of 6 to 18 monolayers are shown in Fig. 1.

Multilayer interference fringes appear in the reflectivity
plots between the large silicon (111) and (333) Bragg peaks at
reciprocal lattice units 3 and 9, respectively, and the smaller
lead (111), (222), and (333) Bragg peaks at l = 3.3, 6.6, and
9.9, respectively. In the figure, inverted triangles mark the posi-
tions of prominent fringes at l = 4.8 and 8.1, which are half-

Fig. 1.  Extended x-ray reflectivity for lead thin films with thick-
nesses from 6 to 18 monolayers.  Open circles are the measured
data.  Solid red lines are fits to calculated reflectivity patterns
based on lattice distortions derived from charge density varia-
tions in a quantum well.  Inverted triangles indicate positions of
prominent half-order features originating from quasibilayer perio-
dicity. (r.l.u. = reciprocal lattice unit).
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order features arising from a quasibilayer periodicity in the layer
structure. These features are a direct consequence of quantum
confinement of the electrons in the lead film, and they are accu-
rately reproduced by a model of charge density variations in a
one-dimensional quantum well structure. Charge imbalances
cause the atomic layers to be shifted from their ideal bulk posi-
tions in an alternating fashion, leading to an effective near-dou-
bling of the unit cell periodicity and the prominent interference
fringes halfway between the lead Bragg peaks. As a further
test, the researchers found that these results are also consis-
tent with previous scanning tunneling microscopy and atomic
scattering data.

A key finding of this work is that quantum confinement on
an atomic layer scale can cause structural alterations that
extend throughout a film, a phenomenon that must be under-
stood in the application of metal films to nanotechnology. In
addition, the ability to obtain these kinds of details of nanolay-
ered materials at atomic resolution also shows the power of
third-generation synchrotron facilities such as the APS. Future
studies will investigate the effects that quantum confinement

can have on other film properties, including stability and relative
surface energy. ❍

See: P. Czoschke, H. Hong, L. Basile, and T.-C. Chiang,
“Quantum Oscillations in the Layer Structure of Thin Metal
Films,” Phys. Rev. Lett. 91(22), 226801-1 to 226801-4 (28
November 2003).
Author affiliation: University of Illinois at Urbana-Champaign

This work is supported by the U.S. Department of Energy Grant No.
DEFG02-91ER45439) The UNI-CAT facility at the APS is supported by
the University of Illinois at Urbana-Champaign, Frederick Seitz
Materials Research Laboratory (U.S. DOE, and the State of Illinois-
IBHEHECA); the Oak Ridge National Laboratory (U.S. DOE under con-
tract with UT-Battelle LLC); the National Institute of Standards and
Technology (U.S. Department of Commerce); and UOP LLC. Partial
equipment and personnel support from the Petroleum Research Fund,
administered by the American Chemical Society, and the U.S. National
Science Foundation (Grant No. DMR-02-03003). Use of the Advanced
Photon Source was supported by the U.S. Department of Energy,
Office of Science, Office of Basic Energy Sciences, under Contract No.
W-31-109-Eng-38.

CC arbon exhibits a rich structural chemistry because of
its ability to form linear (sp), trigonal (sp2), and tetra-
hedral (sp3) hybridized bonds. Recent successes in

synthesizing new forms of carbon have stimulated considerable
theoretical and experimental interest in synthesizing new
allotropes. The processes that initiate and govern these trans-
formations are only beginning to be understood, despite their
great scientific and technological importance.

In the transformation of graphite under cold compression,
there is a marked increase in electrical resistivity above 15
GPa, a sharp drop in optical reflectivity, broadening of the pure-
graphite E2g Raman line from 9 to 15 GPa, an increase in opti-
cal transmittance above 18 GPa, and changes in x-ray diffrac-
tion patterns beginning at 14 GPa. These observations have
led to speculations that the high-pressure phase may be a
hexagonal diamond phase, an intermediate phase between
graphite and diamond, or an amorphous phase.

Researchers from The University of Chicago, the Carnegie
Institution of Washington, Brookhaven National Laboratory,
Argonne National Laboratory, and the University of Alaska per-
formed a direct characterization of the πand σ bonding of com-
pressed graphite by using synchrotron-based inelastic x-ray
scattering (IXS) spectroscopy. They ground a single-crystal
graphite sample into a fine polycrystalline aggregate and
loaded it into a diamond anvil cell (DAC). Under uniaxial com-

SO F T GR A P H I T E BE C O M E S SU P E R H A R D U N D E R HI G H PR E S S U R E

Fig. 1. IXS spectra for compressed graphite plotted as normalized intensity (i.e., scattered intensity normalized to the incoming intensity) ver-
sus energy loss (incident energy minus analyzer energy). The spectra were taken in the vertical direction, which probes the c plane. The lower
energy peak corresponds to transitions associated with π bonding and the higher energy portion corresponds to transitions associated with σ
bonding. After the transition at ~17 GPa, the σ bonds increase at the expense of the π bonds. The insert shows a photomicrograph of the
indentation of a diamond anvil by the compressed, superhard graphite sample.
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pression, the polycrystalline graphite sample quickly developed
a strong preferred orientation, so IXS spectra for specific crys-
tallographic directions were obtained by repeatedly reorienting
the DAC.

To investigate structural changes in the sample while
avoiding the complication of a strong preferred orientation and
peak broadening due to uniaxial stress, the researchers con-
ducted an x-ray diffraction study to 24 GPa by using a helium
hydrostatic medium. Monochromatic x-radiation at 37.45 keV
gave rise to diffraction patterns that were collected with a
charge-coupled device detector at the GSECARS 13-BMD
beamline; the results were subsequently confirmed at  the HP-
CAT 16-ID-B beamline at the APS.

Graphite was found to undergo a transition at ~17 GPa
when compressed under ambient temperature. The near-K-
edge spectroscopy of carbon using synchrotron-based IXS
revealed that half of the π bonds between the graphite layers
converted to σ bonds, whereas the other half remained as π
bonds in the high-pressure form (Fig. 1). The x-ray diffraction
pattern of the high-pressure form was consistent with a dis-
torted graphite structure in which bridging carbon atoms
between graphite layers pair and form σ bonds, while non-
bridging carbon atoms remain unpaired with π bonds.

The new phase exhibited exceptional hardness (see insert
in Fig. 1). After releasing the pressure on the high-pressure
phase (without the helium pressure medium), the researchers

found that the graphite sample had left a ring crack indentation
on the diamond anvils that traced the original boundary of the
sample. In normal DAC operation, ring cracks have been
observed only when a diamond anvil is indented by another
superhard material, such as an opposing beveled diamond
anvil. The reversible, orders of-magnitude change in strength
from very soft graphite to a superhard material offers the pos-
sibility of intriguing applications, such as uses as a pressure-
dependent structural component (for instance, a composite
gasket for a high-pressure apparatus). ❍

See: W.L. Mao1,3, H.-k. Mao1,3, P.J. Eng1,2, T.P. Trainor2,6, M.
Newville2, C.-c. Kao4, D.L. Heinz1, J. Shu3, Y. Meng5, and R.J.
Hemley3, “Bonding Changes in Compressed Superhard
Graphite,” Science 302(17), 425-427 (October 2003).
Author affiliations: 1The University of Chicago, 2GSECARS,
The University of Chicago, 3Carnegie Institution of Washington,
4Brookhaven National Laboratory, 5HP-CAT, Argonne National
Laboratory, 6University of Alaska

Use of the HP-CAT facility was supported by the U.S. Department of
Energy (DOE), Basic Energy Sciences; DOE National Nuclear Security
Administration; the NSF; the Department of Defense, Tank-Automotive
and Armaments Command; and the W.M. Keck Foundation.Use of the
Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.

AA lthough first known for its unique nuclear properties, uranium
also exhibits several unusual solid-state properties that may
be studied in terms of quantized lattice vibrations (phonons).

Despite the development of inelastic neutron scattering techniques in
the 1950s and 1960s, there remains little phonon-dispersion data for
many actinides, including uranium. This is because many isotopes have
large neutron absorption cross sections, and, even in cases where a
suitable isotope exists, crystals large enough for neutron scattering
(>0.1 cm3) were rarely grown successfully.

Researchers from the Institute for Transuranium Elements and Los
Alamos and Argonne National Laboratories have begun changing this
situation by taking advantage of the development of high-resolution
inelastic x-ray scattering (IXS) at the APS. Synchrotron-based IXS offers
a great opportunity because uranium crystals can be much smaller and,
unlike with neutrons, the technique IXS has no special isotope require-
ments.

In a demonstration experiment, high-purity uranium crystals were
grown at Argonne and mounted in a small vacuum chamber at the XOR
3-ID beamline. The researchers obtained phonon-dispersion curves at
room temperature with an incident energy of 21.657 keV (λ=  0.57 Å).
This energy was chosen to give a maximum flux at a resolution of ~2
meV but was unfortunately just 700 eV above the L2 edge of uranium at

NE W OP P O R T U N I T I E S F O R AC T I N I D E SC I E N C E

Fig. 1.  Raw data, counted 60 seconds per point, showing the dispersion of the [00ζ] longitudinal-optic phonon mode through
the (002) zone center. The scattering vector, Q, is on the c-axis. The phonon wave vector, q, conserves momentum accord-
ing to Q = G + q, where G is a reciprocal lattice vector pointing to the nearest reciprocal lattice point.

SS TT RR UU CC TT UU RR AA LL SS TT UU DD II EE SS
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20.95 keV. Since the crystal thickness of ~1 mm was far larger
than the penetration depth, all measurements had to be per-
formed in reflection. This requirement represents the most sig-
nificant disadvantage of IXS for heavy elements in comparison
to traditional neutron scattering, since the latter can operate in
transmission without the complications involved in thinning
crystals.

Nevertheless, the test experiment was a considerable suc-
cess. Phonon count rates of ~1 count/s were obtained from a
scattering volume of only ~2 × 10-3 mm3, which translates to an
equivalent scattering mass of ~40 µg. Modes displacing atoms
along [00ζ] and propagating in all three high-symmetry direc-
tions were measured. Whereas the acoustic modes agreed
with corresponding neutron-scattering measurements, the lon-
gitudinal-optic branch frequencies (Fig. 1) were about 10%
higher in energy, yet were consistent with the higher cutoff
energies observed in phonon density-of-states measurements
involving polycrystals.

This experiment demonstrates the feasibility of a number
of experiments, such as uranium phonon dispersion, as a func-
tion of temperature and pressure. These experiments are now
being planned. ❍

See: M.E. Manley1, G.H. Lander1,2, H. Sinn3, A. Alatas3, W.L.
Hults1, R.J. McQueeney1, J.L. Smith1, and J. Willit3, “Phonon
dispersion in uranium measured using inelastic x-ray scatter-
ing,” Phys. Rev. B 67, 052302-052304 (27 February 2003).
Author affiliations: 1Los Alamos National Laboratory,
2Institute for Transuranium Elements, 3Argonne National
Laboratory

Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.
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FF or the first time, researchers, using the APS, have
applied simultaneous diffraction and small-angle x-
ray scattering (SAXS) with high-energy x-rays. They

used this technique to investigate the kinetics of the amor-
phous-to-crystalline phase transformation in
Zr52.5Cu17.9Ni14.6Al10Ti5 bulk metallic glass (BMG). Key benefits
of this new technique are that (1) it simultaneously probes
transformation behavior at two different length scales and (2)
the significant penetration power of high-energy x-rays ensures
that the measurements are representative of bulk behavior.

Investigating phase transformation kinetics is important
because phase transformations are a promising way of making
nanostructured materials in large quantities. Potential benefits
of increasing the production of nanostructured materials
include lower cost and greater market penetration of products
that incorporate nanostructured materials. Phase transforma-
tions involving nanostructured materials usually occur under
conditions far from equilibrium. Although thermodynamics ulti-
mately determines the equilibrium phase for a given set of con-
ditions, whether—and how—the nanostructured phase is pro-
duced from the meta-stable precursor depends on kinetic
processes.

The in situ annealing study was carried out at the XOR
1-ID beamline by using 81-keV x-rays (Fig. 1). Researchers
used bulk metallic glass BAM-11, the composition of which was
Zr52.5Cu17.9Ni14.6Al10Ti5. The samples were 1-mm-thick disks
with a diameter of 8 mm. The glass and crystallization temper-
atures, Tg and Tx, were 628K and 714K, as determined from dif-
ferential scattering calorimetry at a heating rate of 10 K/min.
Annealing at 681K–713K leads to 2–10 nm crystalline particles
based on x-ray diffraction and transmission electron
microscopy studies. Samples were measured in transmission
geometry, yielding a probe volume of 0.1 × 0.1 × 1 mm3, and
heated by using a furnace constructed at XOR sector 1 at the

RE V E A L I N G T H E KI N E T I C S O F PH A S E TR A N S F O R M AT I O N S
I N BU L K ME TA L L I C GL A S S

Fig. 1. Schematic diagram of the experiment set-up. Diffraction
and small-angle scattering data were recorded simultaneously by
using two area detectors.  The diffraction detector was mounted
on one side to capture a greater range of Q.  The samples were 1-
mm-thick discs with a diameter of 8 mm.  High-energy x-rays (80.7
keV) easily penetrated the sample thickness, ensuring that the
measurements were representative of the bulk.  Note that the
dimensions are not drawn to scale.

APS. Researchers using beamline 1-ID have recently developed
a pinhole-based SAXS camera using high-energy x-rays with a Q
range of 0.008–0.2 Å–1, where Q is the magnitude of the momen-
tum transfer. To determine the kinetics of both phase separation
and crystallization, researchers simultaneously recorded the dif-
fraction and SAXS intensities using two area detectors.

A key finding is that nucleation and growth of the crystalline
phase in Zr52.5Cu17.9Ni14.6Al10Ti5 BMG occur in separate stages,
with different kinetics. Phase separation occurred first, setting the
stage for crystallization. The crystalline phase obtained by
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annealing at T ~ 700K is primarily Zr2Ni, suggesting that Ni and/or Zr
atoms are involved in nucleation. How is nucleation of the crystalline
phase possible? Researchers believe that the mechanism of nucleation is
the homogenous formulation of Ni-rich clusters resulting from the local
exchange of atoms. The experimental results support such a mechanism:
the first appearance of the SAXS intensity was captured during heating at
T = 630K, just above Tg.

Figure 2 shows the simultaneous diffraction and SAXS data. A
remarkable feature shown in Fig. 2c is the abrupt change at t = 40 min.,
when prominent diffraction peaks suddenly appeared. . Figure 3(b) shows
the evolution of Dg, which is a representative particle size determined from
a Guinier analysis of SAXS data. The Guinier analysis yields a represen-
tative particle size, Dg, of about 15.0±0.3 nm in final equilibrium. By meas-
uring the diffraction and SAXS data simultaneously, the researchers were
able to uncover how the BMG material transforms by exploring the kinet-
ics at two different length scales.

The research is not only the first of its kind, but it also has significant
implications in terms of applying scattering technology in other ways. For
example, researchers found that scattering instruments that can simulta-
neously measure diffraction and small-angle scattering provide a unique
tool for studying phase transformation behaviors and kinetics under non-
equilibrium conditions. Also, researchers expect to gain a better under-
standing of the development of nanostructures as a result of their
research. In fact, several instruments under construction at the Spallation
Neutron Source have been designed on the basis of anticipated advances
in nanostructure technology resulting from these studies.

In summary, APS researchers were able to probe the kinetics of phase
transformations at different length scales. The results of the experimental
work show that partial crystallization in Zr52.5Cu17.9Ni14.6Al10Ti5 BMG pro-
ceeds in two separate stages—nucleation and growth—with distinctively
different kinetics. In addition to providing valuable insight into kinetic mech-
anisms in this material, the implications of the research are significant in
that they may help influence the degree to which nanotechnology will
advance in the marketplace. ❍

See: X.-L. Wang1,2, J. Almer3, C.T. Liu2, Y.D. Wang1, J.K. Zhao1, A.D.
Stoica1, D.R. Haeffner3, and W.H. Wang4, “In situ Synchrotron Study of
Phase Transformation Behaviors in Bulk Metallic Glass by Simultaneous
Diffraction and Small Angle Scattering,” Phys. Rev. Lett. 91(26), 265501-1
to 265501-4 (31 December 2003).
Author affiliations: 1Oak Ridge National Laboratory, 2Oak Ridge National
Laboratory, 3Argonne National Laboratory, 4Chinese Academy of Sciences

This research was supported by Division of Materials Sciences and Engineering,
Office of Basic Energy Sciences, U.S. Department of Energy under Contract No.
DE-AC05-00OR22725 with UT-Battelle, LLC.Use of the Advanced Photon Source
was supported by the U.S. Department of Energy, Office of Science, Office of Basic
Energy Sciences, under Contract No. W-31-109-Eng-38.

Fig. 2. Simultaneous diffraction and SAXS data obtained with high-energy syn-

chrotron x-rays.  (a) Temperature of the sample for 20<t<100 min. (b) Kinetic dif-

fraction diagram for 20<t<100 min. (c) Diffraction patterns at selected annealing

times; prominent diffraction peaks appeared at t = 40 min.  (d) Kinetic diagram

of SAXS intensity for 20<t<100 min (in log scale).  (e) SAXS profiles at selected

annealing times.  The top axis gives the corresponding length scale  d= 2

Q


 that

is being probed.

Fig. 3. (a) Integrated diffraction ( ID) and small angle

scattering ( IS) intensities as a function of time.  (b)  Evolution

of Dg and  
ID__
Dg

3 .  Dg is a representative particle size deter-

mined from a Guinier analysis of the SAXS data.  For a

system consisting of uniform-sized particles,
ID__
Dg

3 ∝N,

where N is the number of particles.  The flat profile seen

for 
ID__
Dg

3 indicates that N is held constant during growth.

The values of ID, IS, and   have been normalized to unity

(dashed lines) at equilibrium (t>200 min).  
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NN anodot systems (periodic arrays of nanostructured
dots) are drawing great interest for their potential use
in future high-density optical and magnetic media

storage devices. Researchers at the APS have demonstrated
that x-ray scattering can be used to precisely characterize these
deep nanostructures to a degree of accuracy that has been
unattainable with microscopy techniques.

The novel electrical, magnetic, and photonic properties of
nanodot systems are based on their structural parameters.
Quantitative analysis of an x-ray diffraction pattern from a meso-
scopic two-dimensional array of nanofabricated dots is chal-
lenging because its reciprocal space density is many orders of
magnitude higher than those of typical solid-state or biological
crystals.

Researchers from Argonne National Laboratory; The
University of California, San Diego, Los Alamos National
Laboratory, the University of Illinois at Chicago; and Cornell
University have overcome that challenge: they found that the dif-
fraction pattern exhibits characteristic features because of the
highly anisotropic nature of the instrumental resolution function,
which can be understood as analogs of Kossel lines—or
pseudo-Kossel lines. Although such an unusual diffraction pat-
tern had already been observed [1], researchers at the APS
have gone beyond previous research to explain this unique pat-
tern by using a clear, simple resolution function.

The sample for analysis was prepared by using a standard
lithography and lift-off process to fabricate a square array of cir-
cular disk-shaped dots with a period of 750 nm and a diameter
of 340 nm. E-beam lithography was used to prepare the required
pattern in a single poly(methyl-methacrylate) layer, and e-beam
evaporation was used to deposit a 50-nm-thick Gd film. An area
of 0.5 x 0.5 mm2 was patterned on a 10 x 10-mm2 Si/SiO2

wafer. Researchers then took x-ray diffraction measurements
using 9-keV monochromatic x-rays at the XOR beamlines 1-BM,
2-BM, and 4-ID-D at the APS. In contrast to scanning electron
microscopy (SEM) or atomic force microscopy (AFM)—which
are highly effective microscopy tools for topical measure-
ments—the primary benefit of x-ray scattering is that the meas-
urements take the structural average of the entire sample.

By using their technique, researchers can characterize the
“deep” nanostructures that can be difficult to characterize by
using SEM or AFM (Fig. 1). Moreover, once researchers com-
bined their technique and analysis concept with magnetization-
sensitive x-ray or neutron measurements, they found that the dif-
fraction measurements from the mesoscopic magnetic dot (or
pattern) arrays could be explained without a failure, and excel-
lent results were finally obtained [2, 3].

The research at the APS demonstrates that x-ray scattering
augments the capabilities of SEM and AFM, since it can be used
to characterize the structural details of deep nanostructures and
measure the buried interfaces. Ultimately, the work at the APS
may help to advance nanofabrication technology. ❍
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Fig. 1. Contour map of intensity distribution in the qx–qy recipro-
cal plane: (a) measurements and (b) calculations with horizon-
tal resolution width of 2.75 x 10-3 Å-1. For reference, 2π/a corre-
sponds to 8.37 x 10-4 Å-1. The circle in (a) shows a pseudo-Kossel
circle. Pseudo-Kossel lines, like real Kossel lines in crystalline sam-
ples, can be used for precise characterization of the nanos-
tructures of the dot array. (c) Diffraction intensities of the radial
scan along the (3 1) direction, the trajectory of which is indi-
cated by the line in (a). Circles represent measurements, and
lines represent the calculations with different models: circular
disks (green), ring cylinders (blue), and crowns (red), as shown
in the inset. For clarity, the green line is shifted.
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MM agnetic tunnel junction (MTJ)
devices are broadly used
because of the ability attain high

values of tunneling magnetoresistance (TMR).
However, the role of interface structure is key to
the performance of these devices. To under-
stand this issue, researchers need to deter-
mine how best to form a high-quality insulating
oxide spacer without influencing the quality of
neighboring ferromagnetic contacts. At the
APS, researchers studied forced oxidation of
ferromagnetic contacts in magnetic tunnel junc-
tions. As a result of their research, they con-
cluded that microstructure plays an important
role in determining the impact of the oxidation
process on the layers.

Experiments were performed at XOR sec-
tor 4 of the APS by using the intermediate
energy beam line (4-ID-C). Researchers used
samples consisting of an MTJ with a wedge-
shaped Al oxide-insulating layer. The full struc-
ture was SiO2/IrMn/CoFe (30 Å)/Al2O3(x
Å)/NiFeCo(30 Å), where x ranges from 5–20 Å.
Polarization-dependent X-ray absorption and
scattering—which is element-selective and therefore layer-
selective—was used to provide detailed information about the
chemical and magnetic state of the separate layers.

Although the absorption provides insight into a large por-
tion of the CoFe layer, the TMR is still strongly sensitive to the
oxidation at the Al2O3/CoFe interface. By using x-ray reflectiv-
ity at the Co L3 resonance, which is sensitive to the top 2–3 Å
of CoFe, researchers can directly probe the chemical state at
the boundary. If the oxide is present first in the grain boundary,
it will show clearly in the absorption. However, the grain bound-
ary comprises a small fraction of the interface, and so the
interface signal will be dominated by the Al2O3/metal CoFe sig-
nature. This is also consistent with nonzero MR in the overox-
idized region. Until the aluminum thickness is reduced to
around 6 Å, there are still regions of metallic CoFe in contact
with Al2O3. The MR decreases in this region because the den-
sity/area of metal/Al2O3 is decreasing.

Another major issue to address is the change in the struc-
ture after annealing in applied field to 200°C, which is required
for attaining the highest TMR values. Are changes in the mag-
netic response due to structural or magnetic changes?
Measurements of the x-ray resonant diffuse scattering allow the
chemical and magnetic interface structure to be determined in
a layer-by-layer fashion. Scattering at the Mn, Co, and Ni L3
edges provides element- (and, therefore, layer-) specific infor-
mation. Figure 1 shows a set of rocking curves measured at the
Mn and Ni L edges. By analyzing the rocking curves,
researchers found that the preanneal structure is characterized

by a conformal roughness (perpendicular roughness = 3 Å and
in-plane roughness = 300 Å) propagating through the whole
structure. After the anneal, there is no change, indicating that
the structure is stable under these conditions and all magnetic
changes are due solely to dipolar fields from the alignment of
the random domains on the IrMn exchange bias layer. This find-
ing confirms that the origin of changes in the TMR must be
magnetic, not structural.

Overoxidizing the layers of a magnetic tunnel junction pro-
vided new insights into the impact of unwanted oxidation. APS
researchers concluded that, from the evidence of grain bound-
ary diffusion, the microstructure plays and important role in
determining the impact of the oxidation process. From the per-
spective of TMR, they found that the main contribution to the
change with field annealing appeared to be due to change in
the layer-dependent switching after field annealing. ❍

See: J.W. Freeland1, D.J. Keavney1, R. Winarski1, P. Ryan1, J.M.
Slaughter2, R.W. Dave2, and J. Janesky2, “Grain boundary
mediated oxidation and interlayer dipolar coupling in a mag-
netic tunnel junction structure,” Phys. Rev. B 67, 134411-1 to
143311-4 (17 January 2003).
Author affiliations: 1Argonne National Laboratory, 2Motorola
Labs
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Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
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MM anipulation of electron spin, as well as charge, in electronic
devices may allow researchers to examine and control spin
under very well controlled environments and to develop

new functions in future magnetic semiconductor-based devices. A key
question is resolving the details of the electronic structure and the origin
of the states that participate in the magnetic coupling. To fully realize the
potential of this technology, APS researchers sought to fully understand
the origin of ferromagnetic ordering in Mn-doped GaAs. By using x-ray
magnetic circular dichroism at the Mn, Ga, and As L3,2 edges,
researchers using the XOR 4-ID-C soft x-ray beamline at the APS have
detected induced Ga and As moments in ferromagnetic Ga1–xMnxAs.

Mn-doped GaAs is ideal for exploring the origins of ferromagnetic
ordering in this class of materials. Polarized holes that are primarily
derived from As 4p valence band states are generally thought to medi-
ate the coupling between Mn. Recent calculations of the band structure
for Mn-doped GaAs predict an induced magnetic moment on the As
atoms that is antiparallel to the Mn 3d moments and a smaller parallel
Ga moment. Soft x-ray magnetic circular dichroism (XMCD) provides
element-specific magnetic information, so it is a powerful technique to
test for the presence of these moments.

APS researchers found an As magnetic moment antiparallel to the
Mn and a very small parallel Ga moment by using XMCD at the Mn, Ga,
and As L3,2 edges in molecular beam epitaxy (MBE) -grown films of
Ga1–xMnxAs (with x = 0.039, 0.049, 0.059, 0.07, and 0.081). The 4-ID-C
soft x-ray beamline was used to make the XMCD measurements.
Researchers used total electron yield to measure x-ray absorption and
dichroism. Dichroism scans were taken at fixed photon polarization by
reversing the magnetization of the sample at each energy.

Figure 1 shows a plot of the Mn, Ga, and As L edge dichroism taken
from the x = 0.07 sample. As shown in the figure, both the As and Ga L3

data display a weak dichroism at the onset of the absorption edge jump,
indicating a magnetic moment on each. By applying selection rules to
these transitions, researchers determined that the orientations of the
induced host moments are antiparallel to the Mn for As and parallel for
Ga. Figure 2 shows the field and temperature dependence of the Ga and
Mn signals. This figure shows that the Ga dichroism signal follows very
closely that of the Mn and is clearly associated with the ordering of the
Mn. These results are consistent with the notion that polarized As
valence band holes mediate the ferromagnetic coupling between Mn
ions in Ga1–xMnxAs. By comparing the areas under the As and Ga L3

dichroism curves, researchers obtained an estimate of the relative sizes
of the As and Ga s spin moment per hole.

By using soft x-ray magnetic circular dichroism, APS researchers
detected induced moments on both Ga and As in the ferromagnetic
semiconductor Ga1–xMnxAs and determined the relative spin orienta-
tions of each atomic species. They found, for example, that the As aver-
age moment is aligned antiparallel to that of the Mn, while the Ga is par-
allel. The results show that the hole states that mediate the ferromag-
netic ordering are derived primarily from As, and that these As valence
band states are antiferromagnetically coupled to the Mn 3d moments.

These results support the hole-mediated model of coupling in mag-
netic semiconductors and identify the electronic states that are involved.
This investigation will help other researchers design new materials with
enhanced magnetic properties. A principal goal is a room-temperature
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Fig. 2. Magnetic field (a) and temperature (b) depend-
ence of the dichroism signals seen at the Mn and Ga L
edges for x = 0.049. Field dependence data were taken at
44K, and temperature dependence at zero field. Inset in (b)
shows bulk magnetization (M) data for the same sample.
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Fig. 1. X-ray magnetic circular dichroism observed at the
Mn, As, and Ga L3 edges for the x = 0.07 sample.
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magnetic semiconductor that is compatible with the existing
semiconductor fabrication technology, which is important for the
realization of spin-based devices. Researchers are now using
the APS to examine similar issues in other Mn-doped semicon-
ductors, such as GaN and InAs. Further experiments are
planned on Ga1–xMnxAs to examine in greater detail the loca-
tions of the Mn ions within the GaAs lattice. ❍

See: D.J. Keavney1, D. Wu2, J.W. Freeland1, E. Johnston-
Halperin3, D.D. Awschalom3, and J. Shi2, “Element Resolved
Spin Configuration in Ferromagnetic Manganese-Doped

Gallium Arsenide,” Phys. Rev. Lett. 91(18), 187203-1 to
187203-4 (31 October 2003).
Author affiliations: 1Argonne National Laboratory, 2University
of Utah, 3University of California, Santa Barbara 

Work at the University of Utah was supported by the ONR/DARPA
under Grant No. N00014-02-10595, and at UCSB by ONR/DARPA
under Grant No. N00014-99-1-1096 and AFOSR F49620-02-10036.
Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.
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RR esearchers from the University of Michigan; the
University of California, Berkeley; Kansas State
University; the University of Oxford; and University

College in Cork, Ireland, are pioneering a new technique for
studying strain generation and propagation in crystalline solids.
The APS’s high-brightness, short-pulse, hard x-rays permit
probing of coherent strain generation and propagation in both
the frequency and time domains through the use of time-
resolved x-ray anomalous transmission, which, unlike other
methods, can provide quantitative structural information.

X-rays establish two standing waves upon propagating
along a particular direction through a periodic medium. These
consist of an anomalous transmission wave (α-wave), which is
minimally absorbed, and a β-wave, which is strongly absorbed.
In thick crystals, the β-wave is absorbed almost completely, so
what exits the crystal is mainly the anomalous wave, which
propagates as two x-ray beams, one in the direction of the inci-
dent beam and the other in a deflected direction. The
researchers have shown that a short acoustic pulse directed at
the x-ray exit face of the crystal can coherently transfer energy
between the α and β beams. Following an initial transient, the
diffracted x-ray intensities oscillate in time as the pulse travels
into the crystal. The relative phase of the oscillations and the
amplitude of the transient provide information about the strain
generation process at times shorter than the duration of the x-
ray probe.

The researchers recently used the new technique as a
bulk-sensitive structural probe in studying the propagation and
lattice coupling of dense electron-hole plasmas produced by  a
subpicosecond laser. The experiments were performed at the
MHATT/XOR 7-ID beamline, where the x-ray energy was set to
10 keV using a cryogenically cooled Si(111) double-crystal
monochromator. Coherent strain pulses were produced on the
x-ray exit face of a 280-µm thick germanium (Ge) single crystal
by sub-100-fs, 800-nm laser pulses focused to a 1.5 mm2 spot
on the crystal surface. A fast silicon avalanche photodiode
(APD) and a picosecond x-ray streak camera were used as the
time-resolved detectors of the two exiting x-ray beams; the APD
sampled the deflected-diffracted beam intensity while the

streak camera sampled the forward-diffracted beam. X-ray
bunch separation was about 152 ns, which is large enough to
allow electronic gating and measurement of single x-ray
pulses. This is critical for ultrafast experiments where the laser
repetition rate is typically considerably less than that of the x-
ray pulses.

Following laser excitation, high-contrast oscillations were
observed in the time-resolved x-ray data over a large span of
excitation densities. The transient behavior is due to a pertur-
bation in the lattice that reached a depth of more than 1.5 µm
within 40 ps. Conceptualizing the strain as a moving interface
that couples the α and β waves, the researchers concluded that
the excitation must initially propagate into the bulk at speeds
greater than 37,000 m/s, which is more than seven times the
longitudinal speed of sound. The results are consistent with a
picture in which electron-phonon coupling modified by carrier
diffusion is the dominant mechanism for energy transport in
laser-excited Ge. This research can be extended to study how
the elastic response of the material can modify the electronic
transport properties of semiconductors. ❍

See: M.F. DeCamp1, D.A. Reis1, A. Cavalieri1, P.H. Bucksbaum1,
R. Clarke1, R. Merlin1, E.M. Dufresne1, D.A. Arms1, A.M.
Lindenberg2, A.G. MacPhee2, Z. Chang3, B. Lings4, J.S. Wark4,
and S. Fahy5, “Transient Strain Driven by a Dense Electron-Hole
Plasma,” Phys. Rev. Lett. 91(16), 165502-1 to 165502-4 (17
October 2003).
Author affiliations: 1University of Michigan, 2University of
California, Berkeley, 3Kansas State University, 4University of
Oxford, 5University College

This work was supported in part by the U.S. Department of Energy,
Grants No. DE-FG02-03ER46023 and No. DE-FG02-00ER15031; by
the AFOSR under Contract No. F49620-00-1-0328 through the MURI
program, and from the NSF FOCUS physics frontier center. S. F.
acknowledges the financial support of the Science Foundation Ireland.
Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.
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MM anganese-based magnetoresistive oxides
are receiving increased attention be-
cause they show promise in a wide vari-

ety of applications, particularly spin-based electronics,
or “spintronics.” The properties of magnetoresistive
oxides depend sensitively on the structure of the
MnO6 octahedral building blocks that make up the
crystal lattice. A deeper understanding of local struc-
ture—often studied using pair distribution function
(PDF) analysis or x-ray absorption fine structure
(XAFS)—is important because in many alloys it often
differs from the average crystal structure probed by x-
ray or neutron diffraction. Such diffraction studies have
shown that in LaMnO3, the four short and two long
bonds of the MnO6 octahedra exhibit a Jahn-Teller dis-
tortion that is removed by Sr doping (La1-xSrxMnO3). At
an Sr composition of x ~0.175, no long-range Jahn-
Teller distortion exists at room temperature in the
average structure. Previous studies of the local MnO6

structure used the PDF of La1-xSrxMnO3 (LMSO) as a
function of x at 10K and near room temperature to
show that the local MnO6 structure does differ from the
average structure. The lengths of both the short and
long Mn-O bonds changed little until local distortion disappeared,
possibly forming localized three-site polarons though additional
work produced conflicting results.

Using data collected at the MR-CAT 10-ID beamline at the
APS, investigators from the University of Notre Dame and
Argonne National Laboratory provided a more detailed picture of
local structure by measuring Mn K-edge XAFS at T ≈ 10K and
room temperature (290K) for various alloy compositions in the
region x <0.475, thereby establishing the local MnO6 structure as
a function of x. They discovered some distortion in the metallic
phase, where x varied between 0.175 and 0.3, but found the bond
length-splitting to be substantially smaller than the PDF results
and the local distortion of MnO6 strongly correlated with the elec-
tronic phase diagram.

Samples for the Mn K-edge XAFS experiments were those
previously used for La K-edge and Sr K-edge XAFS studies. The
Mn K-edge XAFS spectra were measured at sample holder tem-
peratures of T ≈ 10K and 290K in transmission mode at the MR-
CAT beamline at the APS. Duplicate or triplicate measurement of
each sample allowed a check on the repeatability and noise level
of the spectra, and a Fourier transform was fit to a model built with
theoretical scattering paths.

Several different fit methods were used to deal with parame-
ter correlations among the Mn-O bond lengths, the Debye Waller
Factor (DWF), and the population of short and long bonds. For
example, the number of long bonds (NL) and the DWF are
strongly correlated. NL was thus constrained according to four
models among which NL varied.

The first coordination shell carries six oxygen atoms with 8
La/Sr second neighbors and 6 third neighbors around Mn ions. A
systematic edge-energy shift with Sr composition is consistent

with the LSMO or other manganite systems, was observed. The
long bond peak—a distinct feature for the LaMnO3—appears in
samples with low Sr doping and shifts with doping for x <0.175,
nearly disappearing for x >0.175 (Fig. 1). The largest deviation
from the PDF results exists in the low-x region (x <0.35). More
detailed examination of these parameters shows either the
absence of the bond at distances above 2.08 Å or a large length
distribution, suggesting a maximum possible long bond length of
about 2.08 Å, much shorter than that of LaMnO3 (2.15 Å) or PDF
results (2.22 Å). Room temperature results were similar to those
at low temperature.

The finding that LaMnO3 had three different bond lengths in
average structure corroborates the previous PDF finding of three
different bond lengths in local structure. The residual distortion
found in the ferromagnetic metallic phase x >0.175 is less than
the PDF results. The XAFS results suggest that the structure
does change with doping. Taken together, the data allow a
detailed view of the Mn-O bonds. ❍

See: T. Shibata1, B.A. Bunker1, and J.F. Mitchell2, “Local distortion
of MnO6 clusters in the metallic phase of La1-xSrxMnO3,” Phys.
Rev. B 68, 024103-024112 (2003).
Author affiliations: 1University of Notre Dame, 2Argonne
National Laboratory

The MR-CAT is supported by the U.S. Department of Energy (DOE), DE-
FG02-94-ER45525 and the member institutions. Use of the Advanced
Photon Source was supported by the U.S. Department of Energy, Office
of Science, Office of Basic Energy Sciences, under Contract No. W-31-
109-Eng-38.
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Fig. 1. Mn-O bond lengths as a function of x at 10K, Dots show low-tempera-
ture average structure from diffraction experiments.  Hatched line is phase
boundary: AFI (antiferromagnetic insulator), FI (ferromagnetic insulator), FM
(ferromagnetic metal). 
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SS ynchrotron x-rays open new doors for study-
ing materials: researchers are now able to
investigate much faster processes, analyze

much weaker interactions among materials, and go
much deeper into a material’s interior—all at much
better spatial resolution than before. In fact, the sys-
tematic use of synchrotron radiation for materials
characterization has led to breakthroughs in many
aspects of materials science. A good example is
time-resolved x-ray diffraction measurements of very
fast switching processes in ferroelectric thin films.

Researchers from the Technion-Israel Institute
of Technology, and Northwestern University used the
DND-CAT 5-BM-D beamline at the APS to carry out
stroboscopic diffraction measurements with ferro-
electric films subjected to strong periodic electric
fields. The group found that the electric-field-induced
variations of lattice parameters, as a function of
delay time between the x-ray and electric signals,
are well described by damped periodic functions,
with the periodicity defined by the electric field frequency. They
also found that the damping parameter is directly related to the
system’s attenuation time. They attribute the latter finding to the
hindering of domain walls during domain switching as a result
of their interaction with the arising deformation waves. This
information may be important to the operation of devices based
on ferroelectric films.

Ferroelectric materials have built-in electric dipoles, which
produce net electric polarization without an external electric
field (as magnetization in magnetic materials). Ferroelectric
thin films are very promising for next-generation random
access memories (RAM), since, in principle, these memory
elements can be “trained” and used like in neural networks. As
is the case for magnetic memories, the major factor that will
determine the speed of future device operation will be the
dynamics of ferroelectric domains in the ns to ps time scale.
Today, researchers do not know how fast the ferroelectric mem-
ory could be and what the sources of limiting factors are.
Complexity is increasing as domain size is reduced, which, in
thin films, ranges from a few tens to a few hundreds of a
nanometers. Probing fast-domain dynamics under an applied
electric field in such nanostructures requires the development
of novel experimental techniques.

The research at the APS is significant in that a novel
experimental technique—stroboscopic x-ray diffraction on syn-
chrotron beamlines—has now been used to characterize
domain motion. This technique utilizes in-time synchronization
between synchrotron x-ray bursts and periodic external field (in
this case, an electric field) applied to the sample. In the strobo-
scopic mode of measurement, the phase difference between
the periodic electric signal and the x-ray burst periodicity is kept
constant during a single measurement run. After that, the

phase shift is changed by means of a programmable delay unit,
and measurements are continued. Changes in lattice parame-
ters, measured as a function of the delay time, make domain
dynamics “visible,” providing spectral characteristics of domain
motion.

In this research, 200-nm-thick BaTiO3 films, epitaxially
grown on 500-µm-thick (100) MgO substrates, served as sam-
ples. Researchers used the stroboscopic registration of 25-keV
x-rays diffracted from the ferroelectric films under an alternat-
ing current electric field with an amplitude of a few MV/m. For
this purpose, electric pulses with a frequency of  6.517 MHz
from a bunch clock generator of the APS storage ring were
passed through a programmable delay unit (the minimal step
was 18 ps) and applied to the input of a frequency synthesizer.
The latter generated sinusoidal signals of multiple frequencies
between 25 MHz and 1.3 GHz, which were phase-locked to the
x-ray burst periodicity. After amplification, the sinusoidal signals
were applied to the ferroelectric films via interdigital electrodes
deposited on top of them.

The measured attenuation times revealed rapid reduction
with the electric field frequency (see Fig.1). Shorter attenua-
tion time means heavier damping of domain motion. In these
experiments, researchers were able to measure extremely
short attenuation times (down to 400 ps), which demonstrates
the capabilities of the developed technique. On the basis of the
collected experimental data, researchers concluded that,
despite heavy damping, ferroelectric domains in BaTiO3 films
can be effectively switched by the applied electric field at least
up to 1.3 GHz.

Further experimental and theoretical studies of domain
damping are required in order to clarify the particular mecha-
nisms, which are responsible for the observed relationship
between attenuation time and frequency. ❍

PR O B I N G PI C O S E C O N D DO M A I N DY N A M I C S I N FE R R O E L E C T R I C S
B Y US I N G SY N C H R O T R O N X-R AY BE A M S

Fig. 1. Attenuation times, τ, of domain motions stroboscopically measured in a
wide range of electric field frequencies between 25 MHz and 1.3 GHz.
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See: E. Zolotoyabko1, J.P. Quintana2, D.J. Towner2, B.H.
Hoerman2, and B.W. Wessels2, “Nanosecond-Scale Domain
Dynamics in BaTi03 Probed by Time-Resolved X-ray
Diffraction,” Ferroelectrics 290, 115-124, (2003).
Author affiliations: 1Technion-Israel Institute of Technology,
2Northwestern University

DND-CAT is supported by the E. I. DuPont de Nemours & Co., the Dow
Chemical Company, the U.S. NSF through grants DMR-9304725 and
the State of Illinois through the Department of Commerce and the
Board of Higher Education grant IBHE HECA NWU 96. Additional
financial support from NSF under grant DMR-0076077 and ECS-
0123469. Use of the Advanced Photon Source was supported by the
U.S. Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.

RO O M-T E M P E R AT U R E FE R R O M A G N E T I C SE M I C O N D U C T O R S:
A CLO S E R LO O K AT A PR O M I S I N G C A N D I DAT E

FF erromagnetic semiconduc-
tors that remain magnetic at
and above room tempera-

ture are critical to the development of
spintronics. Co-doped TiO2 anatase is
an oxide semiconductor that exhibits
ferromagnetism well above room tem-
perature. The thermally robust ferro-
magnetism is thought to be mediated
by electrons from oxygen vacancies,
but the mechanism has been elusive.
Knowledge of the local structure of
the magnetic dopant is critical to
determining whether the magnetism
is caused by elemental Co nanocrys-
tals, or whether Co is a magnetic
dopant in the host lattice. The latter is
a necessary but insufficient condition
for the material being a magnetic
semiconductor. Investigators from the
Pacific Northwest National Laboratory
(PNNL) in Richland, Washington,
used the APS to produce data show-
ing that Co-doped TiO2 anatase has a
structure favorable for ferromagnetic
semiconductor formation.

Based on extensive previous research focused on the
nucleation and growth of this material, the PNNL team used
oxygen-plasma-assisted molecular beam epitaxy (OPAMBE) to
grow epitaxial CoxTi1-xO2 on LaAlO3(001) to produce either
semiconducting or insulating films. Co K-shell x-ray absorption
spectra for two representative films were used to determine the
local structure around the Co dopant. One film, grown under
oxygen-rich conditions, was insulating and atomically flat. A sec-
ond film, grown under slightly oxygen-poor conditions, was
semiconducting, but consisted of two phases—a continuous
epitaxial anatase phase with very little Co, and smaller epitaxial
particles of Co-enriched anatase that formed on the surface of
the continuous film.

Co K-shell x-ray absorption near-edge structure (XANES)
and extended x-ray absorption fine structure (EXAFS) were
measured at the APS using the PNC/XOR beamlines 20-ID
and 20-BM.

The Co K-edge XANES (Fig. 1, left panel) are virtually
identical for the two films and show that Co is in the +2 formal
oxidation state. The spectra also reveal that the local structure
resembles that of Co in CoTiO3 more than CoO. There is no evi-
dence for Co metal in either film. The Co K-edge is more sensi-
tive to charge state and local structure than Co L-edge XANES,
which was used in previous studies. Co L-edge XANES does
not discriminate among Co, CoO, and CoTiO3 as effectively.

Co K-shell EXAFS (Fig. 1, right panel) was used to deter-
mine the detailed structure of Co(II) in CoxTi1-xO2. The two
specimens exhibited similar oscillations and thus similar local
structural environments for the Co. Fourier transforms and
multiple scattering analyses for two x-ray polarizations
showed bond lengths intermediate between those in pure
anatase and the larger Co-O bond lengths in CoTiO3, suggest-
ing local strain fields at substitution sites.The Debye-Waller fac-
tors were also higher than expected for room-temperature Co-
O bonds, presumably resulting from disorder at Co sites. The
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Fig. 1. Left: K-shell XANES for a 22-nm-thick Co0.06Ti0.94O1.94 epitaxial film on LaAlO3(001) and
appropriate standards. These spectra establish that the formal oxidation state of the Co is +2.
Right: Co K-shell EXAFS for the same specimen in both s- and p-polarizations. The crystal model
shows Co(II) substituting for Ti(IV) in the lattice, with an O vacancy adjacent to the Co(II). The O
vacancy is required to maintain local charge neutrality.
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spherically averaged effective coordination number was less
than 6, indicating the presence of an oxygen vacancy in the
vicinity of substitutional Co ions.

Expelling oxygen from the lattice produces strain relief and
allows local charge neutrality to be maintained. Indeed, one O
vacancy is required for each substitutional Co(II). The resulting
empirical formula for Co-doped TiO2 is CoxTi1-xO2-x. There is a
significant but incomplete structural correlation between oxy-
gen vacancies and substitutional Co(II). These oxygen vacan-
cies do not, however, contribute to electrical conductivity, since
the two electrons per vacancy are effectively bound to the
nearby Co(II). In order to make the material semiconducting,
oxygen vacancies greater than those needed to compensate
substitutional Co(II) in CoxTi1-xO2-x anatase are required.

These results establish that there is no detectable Co metal
in OPAMBE-grown doped TiO2 anatase. The magnetism is cor-
related with the presence of substitutional Co(II) in the anatase
lattice and free carriers resulting from excess O vacancies
These results support, but do not prove, that Co-doped TiO2

anatase is a true ferromagnetic semiconductor.Work on this and
other magnetically doped oxide semiconductors is ongoing. ❍

See: S.A. Chambers, S.M. Heald, and T. Droubay, “Local Co
structure in epitaxial CoxTi1-xO2-x anatase,” Phys. Rev. B 67,
100401-1 to 100401-4 (2003).
Author affiliation: Pacific Northwest National Laboratory

See also: S.A. Chambers and R.F.C. Farrow, “New Possibilities
for Ferromagnetic Semiconductors,” MRS Bulletin 28, 729
(2003).

The film growth and in situ materials characterization described in this
paper were performed in the Environmental Molecular Sciences
Laboratory, a national scientific user facility sponsored by the DOE’s
Office of Biological and Environmental Research and located at PNNL.
This work was supported by the PNNL Nanoscience and Technology
Initiative, the U.S. DOE, Office of Science, Office of Basic Energy
Sciences, Division of Materials Science, and the DARPA Spins in
Semiconductors Initiative. The PNC/XOR is supported by funding from
the U.S. DOE, Basic Energy Sciences, the NSF, the University of
Washington, the Natural Sciences and Engineering Research Council
in Canada, and Simon Fraser University. Use of the Advanced Photon
Source was supported by the U.S. DOE, Office of Science, Office of
Basic Energy Sciences, under Contract No. W-31-109-Eng-38.

FE R R O E L E C T R I C BO N D I N G RE V E A L E D B Y X-R AY SC AT T E R I N G

FF erroelectric materials—substances that possess a
permanent electric polarization—are of interest for a
variety of potential technological applications, from

sensors and displays to nonvolatile data storage. Although
researchers have made significant progress in the theoretical
understanding of these materials, some aspects of their behav-
ior remain puzzling. In particular, the orbital symmetry of the
bonds that are associated with the ferroelectric ordering has
eluded detailed measurement. Recently, a team of researchers
from the University of Pennsylvania and Argonne National
Laboratory has used resonant x-ray scattering to observe the
details of orbital ordering in a canonical ferroelectric, potassium
niobate.

KNbO3 was chosen for the present work in part because
the nature of the niobium-oxygen bonds in this material is well
understood and the computational results for the band structure
are reliable. The ferroelectric properties of KNbO3 arise from
the highly directional bonding between the niobium and oxygen
atoms (Fig. 1). Techniques such as x-ray absorption near-edge
spectroscopy (XANES) have been used in the past to observe
the directional bonding, but details of the orbital structure of
these bonds are not revealed by these methods. Here, resonant
x-ray scattering was used to observe the orbital symmetry in
the ferroelectric ordering. Such studies could be extended to
other materials, especially Pb- and Nb-based relaxor ferro-
electrics.

A beam of polarized x-rays tuned near the niobium K edge
at 18.987 keV is incident on a single crystal of KNbO3, which
can be rotated to probe either the bonding or the nonbonding
direction. Thermal diffuse x-ray scattering is collected near the
Bragg peak positions with a solid-state detector, and these data

Fig. 1.  The structure of niobium and oxygen in potassium niobate.
At room temperature, KNbO3 is orthorhombic (top), and dis-
placement of the niobium and oxygen atoms produces a ferro-
electric polarization. Above the Curie temperature, the structure
is cubic and non-ferroelectric (bottom). 

are used to construct x-ray dispersion curves. The anisotropy of
the dispersion curves with respect to crystal orientation can be
used to deduce the character of the niobium-oxygen bonds.
Preliminary data were collected at beamline X25 at the National
Synchrotron Light Source (NSLS), Brookhaven National
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HH igh-temperature superconductivity in cuprate
materials, colossal magnetoresistance in the man-
ganates, and unusually intense nonlinear optical

response in nickelates are all phenomena thought to result
from very strong interactions among electrons in these materi-
als. According to theory, some of these compounds should also
exhibit other unusual physical properties, such as the separa-
tion of charge and spin fluctuations in the form of exotic quanta
called holons and spinons. Researchers have been turning to
inelastic x-ray scattering as a way of probing the details of elec-
tronic structure. Recently, a team of researchers from Princeton
University, Argonne National Laboratory, Lawrence Berkeley
National Laboratory, the Nano-electronic Research Center in
Tsu-kuba, Japan, and the University of Tokyo used resonant x-
ray scattering to obtain direct evidence of holons in a strontium
copper oxide antiferromagnet.

The strontium copper oxide compounds Sr2CuO3 and
SrCuO2 are one-dimensional (1-D) quantum antiferromagnets
and thus believed to support spin-charge separation. To exam-
ine this phenomenon, some method that is sensitive to valence
band excitations must be employed. Although x-ray scattering
is a useful tool for probing bulk electronic structure, excitations
of valence electrons yield a far weaker signal. In earlier work,
the research team demonstrated that by tuning the incident x-
ray energy near an absorption edge, a large enhancement of
the valence band scattering could be observed, making possi-
ble detailed momentum-resolved studies of high-Z materials. In
addition, because of the high brightness of third-generation
synchrotrons such as the APS, scattering studies over the
entire Brillouin zone were feasible.

Single-crystal samples of SrCuO2 were grown and charac-
terized for this study by established techniques and found to be

Laboratory, while the main set of experiments was carried out at
the CMC-CAT beamline 9-ID at the APS.

From the collected data, difference plots of the anomalous
dispersion curves are obtained that show the shifts in charac-
teristic features as a function of Q, the momentum transfer vec-
tor (Fig. 2). Dipolar transitions involving states of p character
are not dependent on Q, whereas the contribution of quadrupo-
lar transition involving d states grows with increasing Q. Thus,
the shift toward lower energy indicates that the lowest unoccu-
pied states in the valance band probed by the resonant x-ray
scattering are predominantly of d orbital symmetry.

The results show that resonant x-ray scattering can be a
useful complement to XANES measurements in studying ferro-
electric materials, particularly the details of the bonding that
gives rise to their polarization properties. Moreover, given the
subtlety of the shifts in anomalous dispersion, the high incident
energy resolution offered by the monochromator crystals and
third generation synchrotron at APS was essential in carrying out
these experiments. Building on these results, the researchers
now expect to be able to study even more complex ferroelectrics
where the theoretical picture needs to be better understood. ❍

See: E. Mamontov1, T. Egami1, W. Dmowski1, T. Gog2, and C.
Venkataraman2, “Anisotropic covalent bonds in KNbO3

observed by resonant x-ray scattering,” Phys. Rev. B 66,
224105-1 to 224105-6 (10 December 2002).

Author affiliations: 1University of Pennsylvania, 2CMC-CAT
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by the U.S. Department of Energy (DOE) Contract No. DE-AC02-
98CH10866.Use of the Advanced Photon Source was supported by the
DOE Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.

Fig. 2.  Difference plots for the real part of the dispersion near the niobium K
edge for three scattering momentum transfer vectors Q’s. The curves are
obtained by subtracting the thermal diffuse scattering collected with x-ray
polarization parallel to the lattice b axis from that collected with polarization
parallel to the a axis (filled circles). Anisotropy of f′ measured by XANES with no
momentum resolution is shown as a solid line.  The shift of the characteristic fea-
tures toward lower energy with increasing Q is the result of increased involve-
ment of d states in the bonding orbitals.
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the Inelastic X-ray Scattering sector 30 at the APS, may allow
much higher-resolution experiments that can capture the full
range of spin-charge behavior in these interesting materials. ❍
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Fig. 1. Left: Dispersion plot of experimental inelastic x-ray scattering
features as a function of q (red indicates high spectral intensity).
Right: A cartoon view of electron fractionalization in 1-D. X-ray
scattering couples to the charge part of the excitations and traces
out holon excitation (holon-antiholon) spectrum. The necklace fea-
ture in the left figure corresponds to the holon-antiholon spectrum.

1-D spin chain materials at room temperature. The inelastic x-
ray scattering data were obtained at the CMC-CAT beamline 9-
ID and BESSRC/XOR beamline 12-ID at the APS. The incident
beam energy was selected to be near the copper K edge at
8.997 keV to produce resonant scattering. The scattered beam
was passed through a germanium spectrometer and measured
with a solid-state detector. The overall energy resolution for the
experiment was 350 meV. Scans over a range of q values were
obtained by rotating the spectrometer about the scattering point
on the sample. Data were also obtained for scans in energy
through the Cu K edge.

Two features are seen in the inelastic x-ray scattering
spectra as a function of q. One of these is approximately fixed
at about 5.6 eV. The other is a lower-energy excitation, which
can be interpreted as a particle-hole excitation across the Mott
gap in the cuprate spin chain. In particular, the dispersion of this
feature parallels the dispersion of the Mott gap itself. Moreover,
the q-dependence in this 1-D material is stronger than that
seen in previous measurements of two-dimensional materials,
which is expected for spin-charge separation. A comparison
with numerical studies also shows good agreement with holon
formation in a half-filled spin-1/2 Hubbard model with charge
fluctuations. Considered together, these observations are con-
sistent with the observation of spin-charge separation and the
formation of holons and antiholons in this cuprate (Fig. 1).

The data in the present experiment are, by their nature,
sensitive primarily to the charge (holon) portion of the excita-
tion. Single spin excitations are much weaker and would appear
at a much lower energy than observable in this work. Future
efforts, perhaps feasible at high-brightness facilities, such as
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X-R AY SC AT T E R I N G RE V E A L S UN U S UA L GR O W T H
O F LE A D O N SI L I C O N

MM ost thin films grow on substrates in only three
ways: layer by layer, formation of atomic islands,
or layers followed by islands. The particular

growth mode that a given material will follow crucially depends
on the relative magnitudes of the surface energy of the film ver-
sus the interfacial energy of the film on the substrate. Recently,
a team of researchers from the University of Illinois, Academica
Sinica in Taiwan, Georgia Institute of Technology, and the City
University of Hong Kong has discovered a remarkable anom-
aly. By means of real-time x-ray scattering measurements, the
researchers found that lead films grown on silicon adopt a com-
pletely novel pattern of growth.

Earlier studies of lead films on silicon with scanning tun-
neling microscopy and electron diffraction revealed hints that
certain island heights above the substrate were preferred over
others. These “magic” dimensions suggest that quantum size
effects play a strong role in the formation of the films. Yet, the
magic numbers do not seem to bear any relation to character-
istic dimensions or length scales of the films themselves. In
order to unravel this puzzle, the researchers also performed
first-principles density functional calculations to understand
their experimental results.

Real-time x-ray scattering measurements of the film struc-
ture were obtained with a growth chamber placed at the UNI-
CAT beamline 33-ID at the APS. Lead vapor from an effusion
cell was deposited at a rate of 0.0044 monolayers per second
onto silicon substrates prepared to expose the (111)-7X7 sur-
face. A CCD camera captured the scattered 26.05-keV x-rays
from the APS undulator beam (Fig. 1) in order to measure
reflectivity and truncation rod scattering at regular intervals.
Film growth was monitored in situ with a vibrating quartz thick-
ness gauge and the temperature of the sample was monitored
with a thermocouple.

Truncation rod profiles obtained from the CCD images give
a detailed picture of the film evolution during growth. From the
interference fringes, information about island height and film
thickness is deduced. At first, there is an increase in the inten-
sity of the silicon surface diffraction, indicating that a lead wet-
ting layer is forming, commensurate with the underlying sub-
strate lattice. After a thickness of about 1.1 monolayer, the sil-
icon diffraction intensity decreases, followed by a rise in lead
intensity and island formation at a deposition of 1.5 monolayer.
At this stage, the islands begin growing up to a height of 5
monolayers above the wetting layer (a net island height of 6
monolayers). Then, in an unusual departure from typical
growth modes, the islands remain locked at this height but
begin growing horizontally until all of the islands have filled in
to form a single 6-monolayer film. Now the growth switches
completely from island growth to layer-by-layer growth for the
rest of the film’s evolution.

Two characteristic thicknesses emerge from this analysis:
the 1-monolayer wetting layer, which gives way to island for-

Fig. 1. X-ray diffraction images taken with a CCD camera during
growth of Pb films on Si(111).  The interference fringes yield infor-
mation about island height and layer thickness.

Fig. 2. First-principles calculations of (a) a free-standing Pb
film and (b) Pb film on silicon substrate.  The altered
Friedel oscillations in (b) give rise to energy minima, which
account for the magic island height and wetting layer.
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mation, and the 6-monolayer magic island height. To make
sense of these critical thicknesses, the researchers performed
first-principles calculations of the relative surface energy per
surface atom of the films (Fig. 2). For free-standing lead films,
the energy follows a typical damped Friedel oscillation pattern
with a period of 1.8 monolayer. When the calculation is done
for lead atoms on a silicon substrate, however, the altered
boundary condition produces a phase shift in the envelope func-
tion, resulting in deep minima at 1 monolayer and 6 monolayers.

The absolute energy minimum at 1 monolayer explains the
wetting layer, while the minimum at 6 monolayers accounts for
the magic island height. For coverages between these two val-
ues, the system would be expected to phase separate into a lin-
ear combination of the two, in excellent agreement with the
behavior observed in the island formation. As shown by this
work, taking into the consideration the global energy picture
and not just the local energy landscape is essential in under-
standing the complete story of thin-film growth. ❍

AA rtificial magnetic layered structures are widely used
for applications in information storage (i.e., mag-
netic memory). Current devices use homogeneous

magnetic states, in which the layers' magnetization aligns par-
allel or antiparallel to an applied magnetic field. Parallel or
antiparallel relative alignment of alternate layers results in sig-
nificantly different electrical resistance, which makes the 0’s
and 1's of a binary logic base for storage and computation.
Inhomogeneous magnetic states, in which the layers' magneti-
zation can be made to orient at a variety of angles with respect
to the applied field direction, could be used as a basis for a
more complex but efficient logic scheme. The intermediate,
inhomogeneous magnetic states also exhibit varying degrees
of electrical resistance, which could provide the necessary sig-
natures for higher speed storage and computation.

For years, science has tried to experimentally resolve the
mechanism of nucleation of magnetic inhomogeneous states
in artificial multilayers. By using grazing incidence x-ray mag-
netic circular dichroism (XMCD) at the XOR beamline 4-ID at
the APS, experimenters from Argonne National Laboratory
have successfully measured the low-field surface nucleation
and evolution of the inhomogeneous magnetic state in strongly
coupled Fe/Gd ferrimagnetic multilayers. The results of their
research help explain the effect of surface termination upon
nucleation of inhomogeneous magnetic states in magnetic
multilayers.

The studies show that at nucleation, the magnetic surface
state extends tens of interatomic distances into the bulk
(approximately 200 Å) — a direct consequence of the strong
antiferromagnetic interlayer coupling between the Fe (35 Å)
and Gd (50 Å) layers. In this state, the magnetization deviates
from the applied field direction in the near-surface region while

it remains field-aligned in the bulk. Tuning the sample temper-
ature to near the compensation temperature, T0 (at which the
sublattice magnetizations are equal but opposite) causes the
inhomogeneous state to penetrate throughout the bulk.
Homogeneous magnetic states occur far below and above T0.
Surface termination has a dramatic effect on the nature of the
inhomogeneous state.

Before the work at APS, several techniques have been
used to gather experimental evidence for a magnetic inho-
mogeneous state. The work at the APS is unique in that
researchers took direct, real-space measurements of the
low-field nucleation of an inhomogeneous magnetic state
near the surface of an Fe-terminated ferrimagnetic multi-
layer.

For several years, it has been predicted that a phase tran-
sition into an inhomogeneous magnetic state would nucleate at
the surface of a strongly coupled artificial ferromagnetic multi-
layer, if the multilayer was terminated by the minority magnetic
component. In this “surface-twisted” phase, the magnetization
deviates from the applied field direction near the surface, while
the bulk remains field-aligned. Unfortunately, probing surface
and bulk states in the same measurement has not been possi-
ble, making experimental detection of this inhomogeneous
phase difficult. The challenge is to observe both the existence
of a surface-twisted phase and the absence of a bulk twist.

This challenge was overcome through the use of the bril-
liant x-ray beams from the APS, which enable the collection of
direct, real-space data on the near-surface and bulk magnetic
states in the same measurement.This was achieved by exploit-
ing the penetration depth tunability of the x-rays at grazing- and
larger-incidence angles to alternately probe the surface and
bulk magnetic states.

See: H. Hong 1, C.-M. Wei 2,3, M.Y. Chou 3, Z. Wu 1, L. Basile 1,
H. Chen 6, M. Holt 1, and T.-C. Chiang 1, Phys. Rev. Lett 90 (7),
076104-1 to 076104-4 (21 February 2003).
Author affiliations: 1University of Illinois at Urbana-
Champaign, 2Academia Sinica, 3Georgia Institute of
Technology, 4City University of Hong Kong
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RE V E A L I N G T H E NAT U R E O F IN H O M O G E N E O U S MA G N E T I C
STAT E S I N AR T I F I C I A L FE R R I M A G N E T S
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Fig. 1. Left panel: Gd (left) and Fe (right) hysteresis loops (points). Surface loops are scaled down for clarity. Right panel: Theoretical calcu-
lations of magnetization depth profiles, shown for half of the multilayer structure (other half is mirror symmetric). Profiles are normalized to sat-
uration magnetization at each temperature. The schematic diagram (far right) represents the magnetization in the upper four bilayers
(intralayer averaged) at H = 600 Oe. Calculated hysteresis loops are given by the solid lines superimposed on the data points of the left
panel. “Flat” loops correspond to homogeneous magnetic states, while “tilted” loops indicate deviations of the magnetization from the
applied field direction.

The unique experimental setup enabled the researchers to
simultaneously measure specular reflectivity and XMCD in fluo-
rescence geometry. Element-specific hysteresis loops were
then measured at the resonant energies for which the magnetic
contrast is the largest by reversing the x-ray helicity at each
applied field value and measuring the asymmetry ratio i.e., the
difference in the absorption of opposite helicities of circularly
polarized x-rays divided by its sum. To accurately determine the
x-ray incidence angle, the specularly reflected signal was used.
Despite constraints set by a Nb capping layer, researchers were
able to retrieve surface-enhanced magnetic information from
Gd layers. These constraints, however, led to reduced surface
sensitivity at the Fe resonance. A fit to the specular reflectivity
data (modified to include roughness) confirmed the nominal
structural parameters of the multilayer.

Comparing the experimental results with theoretical calcu-
lations of the static magnetization profile validated the accuracy
of this approach. Researchers found that the calculations were
in good agreement with the experimental results and supported
the conclusion of the extent of the penetration depth at nucle-

ation. By contrast, the results of previous attempts to determine
the penetration depth at nucleation indicated that it was several
thousand angstroms—a significant difference. The results at
the APS are the first to directly confirm the long-ago predicted
inhomogeneous magnetic phase in the strongly coupled model
system. The method also promises to open new doors for dis-
tinguishing surface from bulk states in other inhomogeneous
magnetic systems. ❍

See: D. Haskel, G. Srajer, Y. Choi, D.R. Lee, J.C. Lang, J.
Meersschaut, J.S. Jiang, and S.D. Bader, “Nature of inhomoge-
neous magnetic state in artificial Fe/Gd ferrimagnetic multilay-
ers,” Phys. Rev. B 67, 180406-1 (R) to 180406-4 (R) (2003).
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MM etallic glasses are an important class of
materials, because of their many unique
properties and because their devitrifica-

tion characteristics can reveal a great deal about how
the formation of such materials may be controlled.
Devitrification involves gradually heating a metallic
glass until thermal energy becomes sufficient to allow
for atomic realignments into a more ordered crys-
talline state. Controlling devitrification is important, for
example, to the formation of nanoscale materials,
such as rare-earth permanent magnets, which are
often produced by rapidly solidifying and heat treating
amorphous alloys to obtain optimal magnetic proper-
ties.

Researchers from Ames Laboratory and
Argonne National Laboratory used high-temperature
x-ray diffraction (HTXRD) to investigate the devitrifi-
cation pathways of two related zirconium-based
metallic glasses: Zr70Pd30 and Zr70Pd20Cu10. Charges
of Zr70Pd30 and Zr70Pd20Cu10 were inductively melted
to about 1500K and ejected onto a Cu wheel rotating
at a tangential wheel speed of 25 m/s. Long, continu-
ous ribbons of very uniform thickness (0.03 mm) and
width (2 mm) were produced and cut into ~8-mm
lengths for HTXRD measurements at the APS.

Time-resolved synchrotron x-ray studies were performed
using energies of 80.73 and 124.63 keV at the XOR 1-ID-C and
MU-CAT 6-ID-D beamlines, respectively. Thermal analysis was
conducted on as-quenched samples to assess heats of forma-
tion and nucleation kinetics, by using differential scanning
calorimetry at scanning rates of 5–40°C/min.

The studies demonstrated that the Zr70Pd30 and
Zr70Pd20Cu10 alloys have similar as-quenched structures and
show a transition from the amorphous to an icosahedral phase
over a narrow temperature range, the onset temperature for the
ZZr70Pd30 alloy being about 30 K higher than that for
Zr70Pd20Cu10. Isothermal HTXRD suggests that devitrification
occurs by nucleation and growth of the icosahedral phase. The
Zr70Pd20Cu10 alloy shows a rapid transition from the icosahedral
phase to the Al2Cu-type structure and then undergoes a poly-
morphic transition to the MoSi2-type structure, which is the sta-
ble phase at high temperature (Fig. 1). The Zr70Pd30 alloy
clearly shows coexistence of the quasicrystalline and MoSi2-
type structures.

While many transition metal alloys can be quenched to form
amorphous alloys, few form icosahedral phases during devitrifi-
cation. The Zr-based alloys are interesting because many com-
positions form icosahedral order during devitrification from the
glass phase. To establish if there exists any relationship between
the structure of the liquid and icosahedral order in the solid, a
number of questions need to be addressed: What is the short-
range order (SRO) of the as-quenched alloy, and how is it altered

by the starting chemistry? What role, if any, does the SRO have
on the devitrification products, particularly the formation of the
icosahedral phase? Moreover, how does composition affect the
stability of the icosahedral phase and subsequent crystallization
pathways?

This study shows that HTXRD, using high-energy synchro-
tron radiation, is a promising tool for helping to answer these
questions, since it provides high signal-to-noise diffraction data
over a long reciprocal distance with collection times having the
same timescale as the reaction kinetics. Because of their excel-
lent signal-to-noise characteristics over short counting times
and high spatial resolution, the high-flux high-energy photons
derived from third-generation synchrotron sources, such as the
APS, are ideal for studying the SRO of metallic glasses and the
nanoscale structures formed during devitrification. ❍

See: M.J. Kramer 1, M.F. Besser 1, N. Yang 1, E. Rozhkova 1, D.J.
Sordelet 1, Y. Zhang 2, and P.L. Lee 2, “Devitrification studies of
Zr–Pd and Zr–Pd–Cu metallic glasses,” J. Non-Cryst. Solids
317, 62–70 (2003).
Author affiliations: 1Iowa State University, 2Argonne National
Laboratory
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PE E R I N G I N T O T H E FO R M AT I O N A N D DE V I T R I F I C AT I O N
O F ME TA L L I C GL A S S E S

Fig. 1 The Zr70Pd20Cu10 alloy shows a rapid transition from the icosahedral
phase to the Al2Cu-type structure, which undergoes a polymorphic transition
to the MoSi2-type structure at high temperature.
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EE lectron-electron interactions play a central role in
determining the physical properties of materials,
including all transport-related phenomena.

Although short-range exchange-correlation effects have long
been studied theoretically, a full description of them with
regard to solids remains a significant challenge. Fortunately,
the availability of third-generation synchrotron sources and
high-resolution inelastic-scattering facilities now permits
detailed experimental investigations of large wave-vector
processes associated with short-range many-body effects in
materials with relatively high and low atomic number. This
new experimental capability has emerged concurrently with
advances in ab initio electron density-response calculation
methods for periodic crystals. The confluence of these devel-
opments has enabled the exploitation of the direct, absolute
intensity linkage between dynamical electronic response cal-
culations and inelastic x-ray scattering (IXS) spectra through
the dynamical structure factor, yielding a means of achieving
a fundamental understanding of electron correlations.

Researchers from Oak Ridge National Laboratory, the
University of Illinois at Urbana-Champaign, Universität
Würzburg, and the University of Tennessee have shown that
the dynamical structure factor per unit volume (rather than
per unit cell) provides a natural connection to first-principles
density-response calculations, including all-electron meth-
ods. They used pseudo-potential dynamical response calcu-
lations make it possible to augment first-moment absolute
normalizations beyond semi-core absorption edges for f-sum
rule evaluations in free-electron materials. In addition, a
method was provided for transferring absolute IXS calibrations
to arbitrary materials, such as the transition-metal oxides, as
part of a fundamental investigation of dynamical electronic cor-
relations in aluminum.

Figure 1 shows measurements, made on the UNI-CAT
ID-33 beamline at the APS, that were used in connection with
a theoretical extension of first-moment intensity determinations
for free electrons beyond the 72-eV semi-core absorption edge
in aluminum. This procedure provided an accurate, absolute
normalization for dynamical structure factor measurements
made at the Fermi wave vector, kF, in aluminum, which was
used to analyze IXS measurements performed on 〈001〉- and
〈013〉-oriented aluminum single crystals on the X-21 beamline
at the National Synchrotron Light Source. Quantitative evalua-
tion of the measurements was carried with ab initio, time-
dependent density-functional theory (TDDFT) calculations of
electron-hole excitation spectra that included the band struc-
ture and many-body kernels based on the local-density approx-
imation and dynamical exchange decoupling techniques.
Dynamical electronic response calculations of the dynamical
structure factor made using the many-body kernel obtained
within the adiabatic extension of the local-density approxima-

tion (ALDA) yielded good agreement with the IXS energy-loss
spectra for energies up to about 30 eV and momentum trans-
fers up to kF. For energy losses above 15 eV, the complex, fre-
quency-dependent, dynamical exchange decoupling-based
many-body kernel of Devreese et al. [1] was shown to lead to
a description of the IXS data that was comparable or better
than that provided by the ALDA. For low energies, though, the
ALDA worked better, presumably because of the absence of
correlations in the dynamical exchange kernel.

The work provides a general method for the absolute cali-
bration of IXS measurements on arbitrary materials. It suggests
that high-precision IXS measurements, in combination with
state-of-the-art TDDFT calculations for periodic crystals, offer a
promising framework for benchmark development toward the
goal of fundamental treatments of dynamical correlations in
real materials. ❍
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Fig. 1.  Logarithmic-scale plot of the IXS measured energy-loss spec-
trum at the Fermi wave vector, kF, in the [001] direction in Al.
Measurements at negative ∆E provide an estimate of the background
for corresponding positive ∆E values, indicating that first moment f
sum-rule integrations for free electrons must be extended beyond the
72-eV L-absorption edge using theoretical response calculations.
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MM etal-halide arc lamps are among the most energy-
efficient sources of white light, which is why they
are frequently used to illuminate large stadiums,

malls, warehouses, and roadways. With further improvements
in efficiency, produced by scientific and engineering advances,
they could also see use in applications currently dominated by
fluorescent and incandescent lamps.

A typical metal-halide arc lamp consists of a sealed evac-
uated tube containing two electrodes, several milligrams of Hg,
smaller amounts of argon and various metal-halide salts. When
a sufficient electrical potential is placed between the elec-
trodes, an argon glow discharge is initially ignited. As the tube
heats up, Hg evaporates, raising the pressure in the tube. At
sufficiently high pressures, the discharge transitions from a
glow to an arc. Further heating causes the metal-halide salts to
evaporate and then dissociate as they move into the arc. The
resulting free metal atoms and their ions become the most
important source of visible light.

The plasma arcs responsible for visible light production by
metal-halide lamps pose a daunting challenge to researchers
seeking to observe and understand phenomena occurring in
these arcs. Besides being chemically complex, metal-halide
lighting arcs are opaque in many portions of the optical spec-
trum, hindering traditional optical diagnostics.The tubes encas-
ing the arcs also scatter optical wavelengths, even when the
tubes are transparent. This limitation has become more severe
with the recent introduction of high-temperature polycrystalline
alumina (PCA) arc tubes, which are translucent instead of
transparent. Optical emission by the arc is also scattered
strongly by PCA. Such scattering effectively negates any
attempt at determining spatially resolved distributions of the
contributing atoms, ions, and molecules.

It has long been recognized that the technique of x-ray-
induced fluorescence could overcome these difficulties
because x-rays are virtually unaffected by arc opacity or arc-
tube scattering. Although this technique was initially tried else-
where, it was first demonstrated successfully in arc lamps at
the XOR 1-ID beamline at the APS, because of the beamline’s
high-energy, high-brightness, and monochromatic radiation, all
of which are necessary to make x-ray-induced fluorescence
practical for measurements in high-pressure metal-halide arcs.

X-R AY- IN D U C E D FLU O R E S C E N C E EN A B L E S
DE TA I L E D ST U DY O F HI G H-P R E S S U R E AR C PL A S M A S

Fig. 1.  Temperature contours in a 150 W ceramic metal-halide
lamp containing a Hg/DyI3/CsI mixture. Temperature values are
in Kelvin with contours separated by 500K.  The light gray regions
represent the translucent ceramic arc tube, and the dark gray
regions represent tungsten electrodes.
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In x-ray-induced fluorescence, high-energy synchrotron
radiation induces K-shell fluorescence in the components of a
high-pressure plasma arc. The detected fluorescence is spec-
trally resolved, so that multiple elemental species are observed
simultaneously. The penetrating nature of the high-energy pho-
tons allowed researchers from the National Institute of
Standards and Technology, OSRAM SYLVANIA, and Argonne
National Laboratory to make these measurements in situ, while
the arc remained contained by an optically translucent PCA arc
tube and a glass vacuum jacket. Absolute densities of Hg, the
metal additives, and iodine were measured with an absolute
calibration obtained by comparison with observed fluorescence
from cells containing a known density of Dy in solution.

The gas density, equivalent to the Hg density (along with a
knowledge of the lamp pressure), allowed the researchers to

establish the gas temperature distribution in the arc (Fig. 1).The
elemental densities and gas temperature then allowed them to
derive the distributions of light-emitting and light-absorbing
atomic and molecular species in the arc. Spatial distributions
extending from one end of the arc tube to the other and from
the arc core all the way to the wall were obtained for all of the
principal elements in the arc (Fig. 2). These parameters are
essential to developing a clearer scientific understanding of
these high-pressure arc systems, and they cannot be obtained
in any other way.

In the experiment, the arc saw a millimeter-size beam of
monochromatic x-rays, the energy of which was tuned in the
range of 70 to 85 keV, depending on the species to be
observed. The energy resolution was ~1 part in 103, and pho-
ton flux densities were on the order of 1012 s-1 mm-2.

Besides being useful for research into high-pressure light-
ing arcs, the technique of x-ray-induced fluorescence could
also be applied to the study of a variety of other arc plasma sys-
tems, including arcs without arc-tube enclosures and arcs that
must be accessed through an x-ray window. ❍

See: J.J. Curry 1, H.G. Adler 2, S.D. Shastri 3, and W.-K. Lee 3,
“X-ray induced fluorescence measurement of density distribu-
tions in a metal–halide lighting arc,” J. Appl. Phys. 93(5), 2359-
2368 (1 March 2003).
Author affiliations: 1National Institute of Standards and
Technology, 2OSRAM SYLVANIA, 3Argonne National
Laboratory

Work at the University of Wisconsin was supported by OSRAM SYL-
VANIA and by National Science Foundation Grant No. ECS 99-88282.
Use of the Advanced Photon Source was supported by the U. S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.

Fig. 2. Dy density contours in a 150-W ceramic metal-halide lamp
containing a Hg/DyI3/CsI mixture.  Density values are in 1016 cm-

3 with contours separated by 3.5 x 1016 cm-3. Dy produces most
of the visible light emitted by the arc.  These contours represent
the total elemental Dy densities. The light gray regions represent
the translucent ceramic arc tube, and the dark gray regions
represent tungsten electrodes.
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MM ost crystalline materials are composed of
small single-crystal grains that are packed
together to form complicated networks of

phase and grain boundaries. Although local three-dimen-
sional grain-by-grain interactions ultimately determine the
structural and electronic behavior of such materials, these
interactions have long been virtually impossible to
observe directly.Thanks, however, to enormous increases
in x-ray brilliance provided by third-generation synchro-
tron sources and advances in x-ray mirrors, Fresnel zone
plates, and refractive lenses, x-ray microbeam studies of
individual grains in polycrystalline matrices can now
simultaneously characterize the local structure, orienta-
tion, and strain tensor of different heteroepitaxial layers
with submicrometer resolution in three dimensions.

These capabilities were demonstrated by
researchers from Oak Ridge National Laboratory, the
Advanced Light Source, the University of Florida,
Soongsil University, and the Korea Electrotechnology
Research Institute. The measurements were performed at
the UNI-CAT 34-ID and MHATT/XOR 7-ID beamlines at
the APS.

The researchers used polychromatic synchrotron
radiation in an investigation of the epitaxial growth of
cerium oxide (CeO2) films on textured nickel (Ni) sub-
strates deposited by pulsed laser deposition.
Understanding the microstructure of these and similar
materials is crucial to the development of deposited-
superconductor technology. The focused polychromatic beam
was diffracted from a submicrometer-diameter area within a
single grain of the CeO2/Ni sample, producing complete dif-
fraction patterns from each layer on a charge-coupled-device
area detector. Quantitative analysis of the Laue patterns
yielded the local lattice orientation (resolution ~0.01°) and
deviatoric strain tensor (resolution ~10–4) for each layer.

Grain-by-grain microstructural studies of the cerium oxide
films revealed two distinct kinetic growth regimes: ledge growth
at elevated temperatures and island growth at lower tempera-
tures. In addition, a combinatorial approach showed that crys-
tallographic tilting associated with these complex interfaces is
qualitatively described by a simple geometrical model applica-
ble to brittle films on ductile substrates.

As indicated in Fig. 1, large-area orientation mapping also
revealed that the tilting gave rise to enhanced texture and thus
greater percolation distances in the oxide film. With regard to
practical applications, these results suggest that significant
enhancements can be achieved in heteroepitaxial systems with
large lattice mismatch, in contrast to conventional growth
approaches where lattice mismatch is typically minimized.

The tilt mechanisms studied should be relevant to many
oxide/metal systems, including thermal barrier coatings, solar
cells, and corrosion and interfaces in electronic devices. Thus,

Fig. 1. Orientation maps from a deposited oxide film and a textured Ni sub-
strate obtained by using x-ray Laue microdiffraction.  Black lines within each
map indicate boundaries where the total misorientation is greater than 5°.
Each colored area shows a percolative region connected by boundaries of
less than 5°.  The oxide film exhibits larger percolation distances than the
substrate, due to crystallographic tilts induced during epitaxial growth.

the benefits of intentionally enhanced texture should be achiev-
able for many coated materials. Additional experiments exam-
ining more localized microstructures, such as grain-boundary
grooves and crack propagation, are now possible with
microbeams, and are in progress. ❍

See: J.D. Budai1, W. Yang1, N. Tamura2, J.-S. Chung3, J.Z.
Tischler1, B.C. Larson1, G.E. Ice1, C. Park4, and D.P. Norton5,
“X-ray microdiffraction study of growth modes and crystallo-
graphic tilts in oxide films on metal substrates,” Nat. Mater. 2,
487-492 (July 2003).
Author affiliations: 1Oak Ridge National Laboratory,
2Lawrence Berkeley National Laboratory, 3Soongsil University,
4Korea Electrotechnology Research Institute, 5University of
Florida
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tract with Oak Ridge National Laboratory, managed by UT-Battelle,
LLC. Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.
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SS ometimes, it is what's on the outside that counts. Within
a nanometer-sized particle of a given material,  the
arrangement of atoms may depend on the particle size

and the conditions during growth. But that internal organization
can change when a nanoparticle is coated with a little water, a
team from the University of California, Berkeley, recently found
in experiments at the APS. The observation suggests that the
structure of  nanoparticles can be controllably altered after the
particles are synthesized and that their behavior may depend on
the chemistry of their surroundings.

Thermodynamically, a nanoparticle is distinct from a tiny
dollop of a bulk material. The free energy of a nanoparticle
includes a hefty surface term, and that term can determine the
arrangement of atoms within the nanoparticle as it minimizes its
free energy. Moreover, chemical interactions on the surface can
alter the free-energy balance and, hence, the internal structure
of the particle.

That is what the Berkeley team demonstrated in work at the
BESSRC/XOR beamline 11 ID-C. The researchers synthesized
nanoparticles of zinc sulfide in anhydrous methanol in a special
vial compatible with x-ray scattering experiments. Using wide-
angle x-ray scattering (WAXS), they studied in situ the structure
of the nanoparticles, both before and after seasoning the
methanol with a soupçon of water, which was anticipated to
interact strongly with the nanoparticles. The high energies avail-
able at the beamline—up to 115 keV—enabled the researchers
to probe a wide range in x-ray diffraction vector. With this high-
quality diffraction data, they then deduced the real-space pair
distribution function for atoms within the nanoparticles.

The WAXS data clearly showed that the water caused the
atoms within the nanoparticles to rearrange. Additional meas-
urements showed that the water changed the structure of the
nanoparticles but did not make them grow or shrink. According
to transmission electron microscopy and ultraviolet light absorp-
tion studies, the average nanoparticle diameter was 3 nm both
before and after the addition of water.

To obtain detailed views of the nanoparticle structures, the
team employed molecular dynamics simulations. For the
nanoparticles in pure methanol, the simulations indicated that
the zinc and sulfur atoms were highly disordered; only near the
very center of the nanoparticle did they form a regular cubic zinc
blende structure.When the simulation included a sub-monolayer
coating of water molecules, however, the cubic phase filled the
entire particle, and only the surface remained disordered. The
simulated structures were in good agreement with the experi-
mental observations, reinforcing the conclusion that the trans-
formation was caused by the interaction of water molecules with
the nanoparticle surface.

The researchers were not able to remove the water
because it bonded too tightly to the zinc sulfide. However, other
experiments by the team indicate that such structural transitions
are reversible. X-ray absorption fine structure measurements at

the DCM beamline of the University of Wisconsin-Madison's
Synchrotron Radiation Center (SRC) in Stoughton showed that
dried zinc sulfide nanoparticles changed structure when they were
heated to drive off residual methanol. The structure reverted to its
original form when the methanol was replaced.

The results demonstrate that nanoparticles are not kinetically
trapped in one structure or another but can respond to environmen-
tal changes and surface interactions. They suggest that coatings
might induce and stabilize uncommon structures even after the par-
ticles are synthesized. Moreover, the findings indicate that the prop-
erties of nanoparticles depend not just on what the particles are
made of and how they're created, but on their surroundings as well.
As with people, nanoparticles will be judged by the company they
keep. ❍

See: Z.H. Zhang, B. Gilbert, F. Huang, and J.F. Banfield, “Water-
driven transformation of nanoparticle structure at room tempera-
ture,” Nature 424, 1025-1029 (23 August 2003)
Author affiliation: University of California, Berkeley

Work supported by the US DOE, a Lawrence Berkeley National Laboratory
LDRD, and the U.S. NSF. The SRC is supported by the Division of Materials
Research of the U.S. NSF. Use of the Advanced Photon Source was sup-
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WI T H NA N O PA R T I C L E S ,  A  L I T T L E WAT E R O N T H E OU T S I D E
C A N RE A R R A N G E T H E AT O M S O N T H E IN S I D E

Fig. 1 Water binds to the surface of zinc sulfide nanoparticles in
methanol and drives a transition from structural disorder (a) to order
(b). From wide angle x-ray scattering data acquired versus diffraction
vector, Q, the researchers calculate the structure factors, S(Q), and
the real-space pair distribution functions, G(r) of the nanoparticles
before and after the transformation. Molecular dynamics simulations
reproduce the x-ray scattering data and provide specific predictions
of the nanoparticle structure. 
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TT he transport properties of high-temperature oxide
melts are of considerable interest for a variety of
applications, including modeling the Earth’s mantle,

optimizing aluminum production, confining nuclear waste, and
investigating the use of aluminum in aerospace propulsion.
Information on melt viscosities and the speed of sound through
liquid oxides is essential for testing the validity of theories used
in predicting the geophysical behavior of the Earth’s mantle as
well as mathematical models of aluminum combustion. The
experimental techniques described here supply fundamental
insights into the behavior of liquid oxides that help provide a
basis for these and other advanced applications.

Kinematic restrictions on neutron scattering make it
impossible to reach acoustic modes in liquid oxides, and the
high-temperature regime is inaccessible by light scattering
because of black body radiation. Another factor making it diffi-
cult to obtain data on microscopic transport properties with
conventional techniques is the chemical reactivity of oxide
melts at high temperatures. Aluminum oxide, for example,
melts at about 2327K and is an exceptionally aggressive mate-
rial in the liquid state, which precludes the use of traditional
containers for the material while measurements are being
made.

Researchers from three French research centers, Centre
de la Recherche sur la Matière Divisée,  Institut de Science et

de Génie des Materiaux et Procédés, and Centre de la
Recherche sur la Matériaux à Haute Température; Spain’s
University of the Basque Country; and from Argonne National
Laboratory sought to circumvent these limitations by studying
molten aluminum oxide using high-resolution inelastic x-ray
scattering (IXS) at XOR beamline 3-ID-C at the APS. The
measurements were performed in a containerless environ-
ment. Aluminum oxide spheres 3 to 4 mm in diameter were
suspended in an oxygen gas jet and heated with a 270-W CO2

laser beam to temperatures between 2300 and 3100K. A care-
fully adjusted gas flow through a conical nozzle maintained the
levitated sample at a position that was stable to within ±20 µm
above the plane of the top edge of the nozzle, allowing a clear
path for the incident and diffracted x-ray beams. Sample tem-
perature was measured by a pyrometer directed at the point
illuminated by the x-ray beam.

The x-ray energy was 21.657 keV, and the energy resolu-
tion was determined to be 1.8 meV, full width at half maximum.
Data were collected at six values of the wave vector Q (over the
energy transfer range of –30 to 60 meV), covering the Q value
range of 1.09 to 6.09 nm-1, and over a more restricted range
(–30 to 30 meV), covering values of Q out to 28 nm-1.

The excitation spectra showed a well-defined triplet peak
structure at lower Q values (1 to 6 nm-1) (Fig. 1). and a single
quasi-elastic peak at higher Q. The high-Q spectra were well
described by kinetic theory, but the low-Q spectra diverged sig-
nificantly from predictions based on hydrodynamic theory.

Fig. 1. Excitation spectra in liquid aluminum oxide at 2323K
measured with inelastic x-ray scattering for different Q.
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Levitated liquid-aluminum-oxide sample in a super-cooled state
at ~1800° C. The sample is levitated by an oxygen gas stream
and heated by a 270-W CO2 laser. The article reports on inelas-
tic x-ray measurements performed on this sample. 
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When the IXS spectra measured at the lowest six wave vectors
at 2323K were fit to the hydrodynamic equation for the scatter-
ing function, it was found unexpectedly that the Brillouin modes
remained underdamped out to Q=6 nm-1 (Fig. 2). Furthermore,
the observed Brillouin line width increased with temperature,
whereas it was expected that the viscosity would decrease in
the hydrodynamic limit. Other discrepancies were discovered as
well. The researchers found that an extension of hydrodynamic
theory that allows for frequency dependence of the transport
coefficients, such as the viscosity, yielded reasonable fits to the
low-Q data up to 6.09 nm-1. This provides a description of the
liquid dynamics in the relatively uncharted regions between
hydrodynamics and kinetic theory (Fig. 3). ❍

See: H. Sinn 1, B. Glorieux 2, L. Hennet 3, A. Alatas 1, M. Hu 1,
E.E. Alp 1, F.J. Bermejo 4, D.L. Price 3, and M.-L. Saboungi 5,
Science 299, 2047-2049 (28 March 2003).
Author affiliations: 1Argonne National Laboratory, 2Institut de
Science et de Génie des Materiaux et Procédés, 3Centre
Nationalde la Recherche Scientifique (CNRS), 4University of
the Basque Country, 5CNRS, Université d’ Orléans

This work, and use of the Advanced Photon Source, was supported by
the U.S. Department of Energy, Office of Science, under contract W-
31-109-Eng-38; the CNRS, and the Universitié d’ Orléans.

FF or over 50 years, it has been
known that, under carefully con-
trolled conditions, metallic liquids

can be cooled far below their equilibrium
melting temperatures (undercooled) before
crystallization takes place. This suggests
that the homogeneous nucleation mecha-
nism responsible for formation of the solid
phase must present a large barrier to phase
change. To explain this surprising result, F.
C. Frank [1] theorized that as metallic liquids
cool, (1) local structures develop in the liquid
phase containing icosahedral short-range
order (ISRO), which is incompatible with the
long-range periodicity of the crystalline
phase, and that (2) this incompatibility cre-
ates a barrier to the formation of the crys-
talline phase.

Several experimental studies have sup-
ported this hypothesis, but have shopped
short of providing direct proof of it. It has been
found, for example, that an increase in the
maximum undercooling before crystallization
is associated with decreasing ISRO of the crystallized phases of
Al-Cu-Fe, Al-Cu-Co, and Ti-Zr-Ni liquids. Direct observations of
ISRO in the undercooled liquids, however, were not made.
Similarly, ISRO was recently found in undercooled Ni, Fe, and Zr
liquids, but these results did not establish a link between the
ISRO and the nucleation barrier for the solid phase.

The first direct experimental confirmation of Frank’s
hypothesis took place at the MU-CAT 6-ID-D beamline at the
APS [2]. Using the recently developed Beamline Electrostatic
Levitation technique, which allows in situ x-ray diffraction
experiments on electrostatically levitated droplets (Fig. 1),
researchers from Washington University, NASA Marshall

Space Flight Center, and MU-CAT studied
the undercooling behavior of Ti39.5Zr39.5Ni21.
Electrostatic levitation in vacuum (~10-7 Torr)
was used to create a containerless environ-
ment, which was needed to avoid the mask-
ing effects of heterogeneous nucleation. The
levitated droplets were ≈2.5 mm in diameter
and were positively charged by induction.
The charge was maintained through the
photoelectric effect by using intense ultravio-
let light. Samples were melted with a fiber-
coupled diode laser and then allowed to
drop in temperature through free radiation
cooling. Optical pyrometers measured sam-
ple temperature, and high-energy x-rays
(125 keV, 0.099 Å) provided a scattering
range of 0 ≤ q ≤ 9 Å-1.

The researchers measured an increas-
ing ISRO in the Ti-Zr-Ni liquid with under-
cooling, finding that this increasing ISRO in
the liquid phase is responsible for the nucle-
ation of a metastable Ti-Zr-Ni icosahedral
quasicrystal phase (i phase) instead of the

stable polytetrahedral C14 Laves phase, which also tends to
nucleate easily over a wide composition range. Two recales-
cence events were observed (see Fig. 2): in the first, the tem-
perature rose from 953K to 1058K, followed within a few sec-
onds by a second rise in temperature to 1083K. In situ x-ray dif-
fraction analysis showed that the metastable i phase nucleates
and grows during the primary recalescence from 953K, releas-
ing evolved heat of fusion, which causes sample temperature to
rise.This i phase subsequently transforms within a few seconds
to the stable C14 Laves phase during the second recalescence
event from 1058 to 1083K, which is the equilibrium solidus tem-
perature.

Fig. 1. Electrostatically levitated 2.5-
mm-diameter droplet of molten
Ti39.5Zr39.5Ni21, held near the liquidus
temperature (1083K).

DE M O N S T R AT I O N O F T H E IN F LU E N C E O F LO C A L IC O S A H E D R A L
OR D E R O N T H E NU C L E AT I O N BA R R I E R O F ME TA L L I C L I Q U I D S
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In summary, the researchers demonstrated an enhanced
icosahedral short-range order with undercooling in Ti-Zr-Ni liq-
uids that decreases the barrier for the nucleation of a
metastable i phase to below that for the formation of stable
polytetrahedral crystal phases. In this way, the data demon-
strate the connection between the local order of the liquid and
the nucleation barrier. This verifies Frank’s hypothesis that the
origin of the barrier to nucleation of crystallographic phases is
the formation of local icosahedral order in the liquid.

The data demonstrate that local order in the liquid phase
strongly influences the nucleation of specific phases even in
metallic liquids, in which atomic interactions are weak and rela-
tively isotropic. This indicates that the influence of preexisting
local order in the liquid is an important ingredient in the liq-
uid/solid phase transition that should be considered in theoret-
ical treatments of nucleation. ❍
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Fig. 2. Cooling curves for electrostatically levitated 2.5-mm droplet
of Ti39.5Zr39.5Ni21 as a function of temperature, showing two recales-
cence events (indicated by arrows). The first event corresponds to
the nucleation and rapid growth of a metastable icosahedral qua-
sicrystal; the second event indicates the transformation to the sta-
ble C14 crystal phase. 

SS tudies of thin polymer films provide a glimpse into their
intrinsic properties and also help determine surface
characteristics that could be useful in designing new

technologies, from biocompatible medical implants to next-gen-
eration computer disk drives, adhesives, and optical coatings.

In simple bulk liquids, such as water and helium, thermally
excited capillary waves are a primary determinant of the rough-
ness at the surface/vapor interface. In thin, viscous polymer
films on a substrate, however, other forces—including molecu-
lar interactions between the film and the substrate, the molecu-
lar structure of the polymer, surface tension, and viscosity—can
alter surface roughness. These effects make it more difficult to
predict surface roughness and tension by using capillary wave
theory.

Previous studies of surface roughness in highly viscous liq-
uids, an oil-water-surfactant interface, and very thin polymer
films found that the surface roughness was lower than expected
from capillary wave theory. The discrepancies are poorly under-
stood.

In this study, researchers from Northern Illinois University;
Argonne National Laboratory; the University of California, San
Diego; the Massachusetts Institute of Technology; and Yale

EX P LO R I N G PU Z Z L I N G PR O P E R T I E S O F PO LY S T Y R E N E F I L M S

University used high-brilliance synchrotron x-rays to character-
ize polystyrene films of varying thinness on silicon substrates.
When comparing the results of the measured x-ray scattering
with capillary wave theory, the research team found that the
variation of the measured intensity with with wave-vector
agreed with theory over a wide range of wave-vectors. In addi-
tion, the surface tension was found to be only slightly higher
than expected from theory, which was in contrast with previous
studies which had claimed very large values for the surface
tension (Fig. 1).

The research team prepared the films by spin-casting onto
silicon substrates. The solvent was removed by annealing the
samples at 150° for 12 h, and the thinness of the films was
manipulated by varying the concentration of polystyrene in the
toluene to achieve a range of thickness from 84 to 359
nanometers.

The 8-ID beamline at IMMY/XOR, APS sector 8, was used
to measure the samples. The x-ray beam was generated by an
APS undulator A. A germanium channel-cut double-bounce
monochromator was used to select a narrow slice of energy
from the harmonic. The beam was aligned vertically and hori-
zontally, and stray scattering was intercepted by a beamstop



43

SS OO FF TT MM AA TT EE RR II AA LL SS &&   LLII QQ UU II DD SS

Fig.1. The top figure depicts static diffuse scattering measured
from a 359 nanometer polystyrene film. The bottom figure shows
a theoretical calculation of the diffuse scattering based on ther-
mally driven capillary waves.

placed in front of a Princeton Instruments charge coupled
device camera. By adjusting the angle of incidence, the team
was able to deliver a glancing beam that penetrated the films by
only 9 nm.

The study found that the surface tension of the supported
polymer films was slightly greater, 20%, than that measured in
bulk material. At capillary wavelength scales of 2 nm, the team
also found slightly greater roughness than predicted by capil-
lary wave theory. In addition, surface roughness was found to
increase at higher temperatures and in thinner films.

Surface x-ray scattering can measure total surface rough-
ness and can also determine the extent to which surface rough-
ness depends on capillary wavelength. This study found that
surface tension properties were in better agreement with values
predicted for bulk materials than was found in previous studies.
These observations provide a more accurate description of sur-
face roughness and tension of supported polymer films, which
correspond better with capillary wave theory. ❍
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FF rom biotechnology to microelectronics fabrication,
the behavior of dense colloidal and nanoparticle sus-
pensions is of immense technological importance.

Depending on the effective interactions between particles, a
suspension may undergo a dramatic transition from a fluid to a
gel state, which strongly influences how these materials are
used. Control of the microstructural and mechanical properties
of gels, therefore, is of great current interest but is poorly
understood. Recently, researchers from the University of Illinois
at Urbana-Champaign carried out a systematic study [1] at the
UNI-CAT 33-ID beamline at the APS to determine the structural
changes that take place during the approach to the gel transi-
tion and in the soft gel state, and they compared the results
with theoretical calculations.

A widely used experimental system for studying particle
gelation is a suspension to which small nanometer-size (radius
of gyration, Rg) nonadsorbing polymers are added. The poly-
mers induce exquisitely controllable, short-range “depletion
attractions” between the particles that increase in strength with

CO L L E C T I V E ST R U C T U R E O F NA N O PA R T I C L E FLU I D S A N D GE L S
polymer concentration. Their initial effect is to induce equilib-
rium nanoparticle clustering over many length scales, and they
ultimately trigger an abrupt nonequilibrium transition to a gel
state where long-range diffusive motion is absent.

The researchers synthesized silica nanoparticles with radii
of 59 ± 3 nm that behave as model hard spheres when dis-
persed in the solvent decalin. Polystyrene with Rg of ~3-4 nm
was added to induce attraction between the nanoparticles. The
collective colloid structure at a high particle volume fraction of
φ~40% was experimentally measured as a function of polymer
concentration from zero up to, and well beyond, values that
induce gelation.

Structural determinations were carried out using ultra-
small-angle x-ray scattering. The measurements were made
with the facility’s Bonse-Hart camera operated at 10-keV pho-
ton energy and a q range of 2 × 10-4 to 2 × 10-1 A-1 (resolution
∆q = 2 × 10-4 A-1). The scattered x-rays were analyzed with a
rotating Si crystal and solid-state detector. The colloidal struc-
ture factor S(q) was determined from the measured scattering
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intensity of the colloid-polymer mixture I(q)
and the polymer-free, dilute colloid scattering
intensity P(q). S(q) yields information about
the mean spacing of nanoparticles, the coher-
ence of the local (cage) order, and suspen-
sion compressibility.

As the polymer concentration was
increased in the fluid phase, particle concen-
tration fluctuations increased in the low-angle
scattering region, the length scale of the local
cage structure decreased, and the intensity of
the wide-angle peak that quantifies local cage
coherence varied nonmonotonically, first
decreasing at a low polymer concentration
(weak attractions) and then increasing up to
the gel transition (see Fig. 1). These equilib-
rium structural reorganizations on multiple
length scales were shown to be in excellent
agreement with no-adjustable-parameter the-
oretical calculations based on a novel version
of the Polymer Reference Interaction Site
Model (PRISM) theory for polymer-particle
suspensions of Fuchs and Schweizer [2]. In
the gel, multiple nonequilibrium structural
reorganizations occurred, including local par-
ticle densification, enhancement of cage
order, and suppression of intermediate scale
compressibility. In addition, large amplitude
scattering intensity emerged at relatively
small wave vectors. Detailed analysis implies
the formation of narrow interfaces and a char-
acteristic cluster size or quenched hetero-
geneity length scale of roughly 4-5 nanoparti-
cle diameters. By combining all the experimental and theoreti-
cal results, a consistent picture of the colloid microstructure has
been constructed (see Fig. 1).

Ultrasmall-angle x-ray scattering (USAXS) has been shown
in this work to be a powerful tool for identifying the onset of col-
loidal gelation and for quantitatively testing predictive theories of
the structure and thermodynamics of nanoparticle-polymer sus-
pensions. Such studies are possible because of the high bright-
ness of the third-generation synchrotron at the APS. Ongoing
and future work is focused on systematically characterizing the
gel microstructure as a function of colloid volume fraction and
polymer concentration and size [3]. The structural studies have
provided a foundation for experimentally and theoretically
understanding and controlling the elasticity and bulk mechani-
cal properties of nanoparticle gels [3,4]. ❍
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Fig. 1.  Illustration (left to right) of particle organization in a hard sphere fluid, weakly clus-
tered nanoparticle fluid, and a gel composed of dense percolated clusters with a
locally increased effective volume fraction and an average size ξc. Also shown is a
schematic illustrating changes in the structural correlations as equilibrium fluids trans-
form to dense gels.
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surface layer with a lattice spacing of 4.2 Å (Fig. 1). That lattice
spacing translates to a side-chain-to-chain spacing of 4.85 Å
and an area per side chain of 20.4 Å2 per chain. All these quan-
tities reveal that the crystallized alkyl chains are oriented nor-
mal to the surface.

An abrupt change in measured GIXD intensity at 66.5ºC
(1.6ºC above Tm) indicated the melting of surface alkyl side
chains. This temperature marked the first phase transition.
Beyond 67ºC (2.1ºC above Tm), GIXD measurements indicated
the loss of the long-range crystalline order. But XR analysis
showed the presence of a higher density surface layer above
67ºC, indicating that the material—even though it was no

XX -ray reflectometry (XR),
grazing incidence x-ray dif-
fraction (GIXD), and

infrared-visible sum-frequency gener-
ation spectroscopy (SFG) were all
used to unambiguously delineate the
two distinct surface phase transitions
that poly(n-alkyl acrylate) comb poly-
mers with alkyl side chains undergo
when heated above the bulk melting
temperature Tm. Researchers from the
University of Akron, Kent State
University, and Iowa State University
used synchrotron x-rays produced at
the MU-CAT 6-ID beamline at the APS
for the XR and GIXD measurements.

Previous research performed at
the University of Akron by this group
had already demonstrated a two-step
transition from order to disorder for
short alkyl chains chemically linked to
a flexible polymer backbone. That par-
ticular research was limited to surface-
sensitive SFG spectroscopy alone. In
this technique, the SFG intensity is
proportional to the direction of the
alkyl side chains; therefore, the meas-
ured SFG intensities were used to
determine the side-chain orientations.
Depending on the size of the alkyl side chain, the first transi-
tion was found to occur at 1-2ºC above Tm. The second surface
transition was found to take place at 10-20ºC above Tm. (Again,
the variation in phase transition temperature depended on the
length of the particular alkyl side chain present.)

While SFG spectroscopy established the existence and
temperature ranges of the phase transitions for the material
studied, it was, by itself, inadequate for describing the structure
in different phase regimes. The XR, GIXD, and SFG techniques
together provided the data necessary to determine the
changes in the polymer’s surface structure associated with its
two-phase transitions.

For this study, poly(n-alkyl acrylate) comb polymers with
varying alkyl side-chain lengths were synthesized and
probed. However, this paper mainly discusses results for the
comb polymer having 21 methylene and 1 methyl unit side
chains (n = 22). Differential scanning calorimetry (DSC)—with
heating and cooling rates of 0.3ºC/min—was used to deter-
mine this material’s bulk melting temperature of 64.9ºC, while
its temperature of crystallization (Tf) was found to be 60.8ºC.

At 60ºC (4.9ºC below Tm), and at an incident angle of 0.5
times the critical angle (the angle of total external reflection),
the GIXD measurements showed the presence of a crystalline

DE TA I L E D CH A R A C T E R I Z AT I O N O F TW O DI S T I N C T PH A S E
TR A N S I T I O N S AT T H E SU R FA C E O F PO LY(N -AL K Y L AC R Y L AT E S)

Fig. 1. (A) Image of the diffraction patterns on the plate detector at
60°C, and expanded views of the diffraction patterns obtained above
the bulk-melting temperature Tm (64.9°C). (B) X-ray intensity as a func-
tion of temperature at a fixed value of αf(diffraction angle)/αc = 0.8 in
the heating (triangles) and cooling (circles) cycles. The dashed lines are
bulk transition temperatures measured by using DSC at a heating and
a cooling rate of 0.3°C/min. (C) X-ray intensity plotted as a function of
qz (Å)-1 for four different temperatures. These measurements were done
in the cooling cycle. The Kiessig fringes, above the first transition, corre-
spond to a 33-Å high-density ordered monolayer on the surface.
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longer in a crystalline form—still possessed at least some sort
of molecular ordering. At 74.9ºC (10ºC above Tm), the second
phase transition occurred, and the surface layer became com-
pletely disordered.

The SFG data verified and complemented the results from
the GIXD and XR measurements. The SFG data for the first
phase transition, associated with melting of the surface chains,
was consistent with the GIXD results. Further heating above the
first transition temperature indicated the presence of ordered
alkyl side chains at the surface, which was consistent with the
XR results above Tm. At 10° above Tm, however, a pronounced
drop in SFG intensity showed the transition (i.e., the second
phase transition) from a noncrystalline, smectic-like state to a
disordered surface layer. When the process was reversed (that
is, when the material was cooled), the transitions from the dis-
ordered to “semi-ordered,” to crystalline state occurred in the
expected sequence, but a hysteresis effect was encountered. In
other words, the temperatures marking the transition from one

phase to another were slightly lower when the material was
being cooled than when it was being heated.

A detailed understanding of the surface structure and tran-
sition temperatures of the type of material examined in this
study has important potential applications in the design of heat-
responsive surface adhesives, as well as ramifications in other
areas of research. ❍
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AA
microscopic theory of lubrication requires a detailed
understanding of the physical configuration of the thin
films that make up the lubricating coat—how their

molecules are configured in each layer of a film. Alkane mole-
cules are particularly attractive for such studies, not only
because they are the principal constituents of commercial lubri-
cants but also because they are a simpler molecule that serves
as a prototype of the more complex polymers that are used in
coatings, adhesives, and electronic devices.

There have been intriguing hints about the peculiarities of
how alkanes configure themselves at boundaries and inter-
faces. An alkane fluid-air interface was discovered in which a
solid alkane phase immediately adjacent to the air not only
persists a few degrees above the bulk melting point, but in
which the rod-like alkane molecules align themselves perpen-
dicular to the interface, standing on end.

Subsequent studies of an alkane film adsorbed onto sili-
con dioxide (SiO2)-coated substrates found an unusual growth
mode. Next to the substrate, the long alkane molecules (chem-
ical formula C32H66, denoted “C32” and known as dotriacon-
tane) lay down parallel to the surface, in a film one or two
molecular layers thick. Just above this parallel layer, though, is
an alkane layer in which the molecules are aligned perpendi-
cular to the substrate, standing up on end, one molecular layer
thick. Above this perpendicular phase, alkane molecules are
observed to nucleate in bulk particles.

This novel growth mode of alkane on silicon dioxide was
inferred using the optical method of high-resolution ellipsome-
try—experiments that use the change in the polarization state
of visible laser light to measure optical thickness—but it had not
received direct microscopic confirmation. Using x-ray specular
scattering measurements conducted at the MU-CAT 6-ID-B
beamline at the APS, a team from the University of Missouri-
Columbia, Pontificia Universidad Católica de Chile,
Brookhaven National Laboratory, Technical University of

UN U S UA L ST R U C T U R E I N TH I N AL K A N E F I L M S

 

Fig. 1. Top: Representation of a normalized x-ray reflectivity, as
a function of photon momentum transfer, for C32/SiO2 sample
with a C32 thickness of 67 Å. Bottom graph represents a trans-
formation of the reflectivity curve showing the thickness of the
dominant layers in the C32 film.

Denmark, and the University of Wisconsin-Milwaukee deter-
mined the thickness of the parallel and perpendicular alkane
film phases. In addition, they showed that the coexisting bulk
phase consists of two different structures, both of which are
preferentially oriented with respect to the film.
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The x-ray beam was scattered off the C32 film, and its
reflectivity was scanned and plotted as a function of the inci-
dent angle. Peaks and valleys in the reflectivity spectrum are
used to infer the thicknesses of the parallel and perpendicular
films. A thickness of 11.7 Å was inferred for the parallel-phase
film, about twice the width of the C32 molecule, corresponding
to a molecular bilayer. (Other samples yielded a parallel film
only one molecular layer thick.) The perpendicular-phase film
was determined to be 43.2 Å thick, which is about the length of
the C32 molecule. In no case was the perpendicular-phase film
found to be in direct contact with the silicon dioxide substrate.
The coexisting bulk phase was found to exist atop the perpen-
dicular phase in two different structures: an orthorhombic
phase and a monoclinic phase.

The present results show that thin films can grow on sub-
strates in novel, unexpected ways, while raising questions
about whether a minimum molecular length is required to sta-

bilize the perpendicular monolayer phase and whether the type
of substrate, and the nature of the alkane deposition, matters.❍
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TT he effect of shear flow on interfa-
cial structures is a relatively
unexplored phenomenon, partic-

ularly at nanoscale dimensions. While x-ray
scattering is a useful technique in the 
study of liquid structure near interfaces, it is
difficult to study shear effects with this
means because of the necessity of enclos-
ing the liquid under study within solid sub-
strates and the resultant attenuation and
scattering of the x-ray beam caused by
the substrates. Under such limitations,
only strong signals from bulk liquid struc-
ture are normally detectable, rather than
weaker signals from interfacial boundaries.
A team from Northwestern University man-
aged to overcome these difficulties in order
to study shear flow effects on the interfacial
structures of two nonpolar liquids, tetrakis
(2-ethylhexoxy)silane (TEHOS) and
poly(dimethylsiloxane) (PDMS), using the
using the MR-CAT 10-ID beamline at the APS and the MATRIX
beamline X18-A at the National Synchrotron Light Source.

The Northwestern team created a sample chamber con-
sisting of a stainless steel liquid sample holder encased in a
circular housing with a Kapton window allowing access by the
x-ray beam (Fig. 1). A silicon substrate protruded slightly
above the top of the sample holder, permitting x-rays to
encounter the sample at small incidence angles. To apply
shear, the outer housing of the sample chamber was rotated,
with the sample liquid confined between the Kapton window
and a magnetic seal.

X-ray scattering data from unsheared TEHOS shows a
scattering maximum at 0.63 A-1, which indicates layering of the
interfacial TEHOS with an approximately 10 angstrom spacing

between individual layers. After shear
stress is applied at a rate of 0.17 turns
per second for 1 minute, and reflectiv-
ity is measured at various distances
from the center in regions with different
shear rates, the diffraction peak dimin-
ishes, while maintaining the same
shape and position as observed with-
out shear. This suggests that the num-
ber of ordered layers is not reduced
but an increasing part of the substrate
surface is covered by disordered rather
than layered TEHOS. The peak takes
several hours to recover following the
removal of shear stress.

These effects are quite distinct
from those observed by the
Northwestern researches in PDMS, a
polymeric liquid of long and flexible
molecules. Without the application of
shear stress, PDMS displays no dif-

fraction peak attributable to layering. Only at very high shear
rates, approximately 104 s-1, does a change occur, demon-
strating molecular layering at a thickness of approximately 30
angstroms in the ordered region of the interface. Because the
layered PDMS region returned to a disordered state in approx-
imately 3 hours, the experimenters suggest that the layering
observed under shear stress is due to the disentanglement of
the polymeric chains.

The Northwestern/MR-CAT sector 10 results provide a
clear demonstration of the usefulness of shear effects in the
observation and study of interfacial molecular structure. Shear
effects can be applied in order to manipulate molecules at
interfacial regions to provide direct evidence of microscopic
structure under x-ray reflectivity observation. ❍

SH E A R EF F E C T S O N IN T E R FA C I A L ST R U C T U R E I N L I Q U I D S

Fig. 1. Schematic diagram of experimental
setup. The outer housing and attached kap-
ton window are rotated to apply shear.
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Shear Flow on Interfacial Ordering in Liquids: X-ray Scattering
Studies,” Langmuir 19, 9558-9561 (2003).
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WW hether of biological or technological origin, liquid
crystals are composed of elongated rod-like
molecules that undergo phase transitions in

which the molecules spontaneously rearrange themselves, not
unlike the phase transition when liquid water transforms into
crystalline ice. In the simplest of these phase transitions, the
rods change from an “isotropic” phase, where each rod points
in a random direction, to a “nematic phase” where all rods point
more or less in the same direction.

What drives this phase transition? Molecules in a liquid
both attract and repel one another. Repulsive interactions tend
to dominate in fluids, as molecules bounce off that hard-core
potential that exists. Long rod-like viruses are particularly inter-
esting for the study of such phase transitions, because they’re
so large that the underlying repulsive interactions dominate
over quantum mechanical interactions and van der Waals
(attractive) forces. Consequently, the free energy is dominated
by entropy, which counterintuitively implies that the low-sym-
metry liquid crystalline nematic phase is actually more disor-
dered than the high-symmetry isotropic phase. In the 1940s,
Onsager developed a theory of such phase transitions, model-
ing the isotropic to nematic phase transition via a tour de force
of statistical mechanics.

Testing Onsager’s theory is possible by using the fd virus
in solution. One must measure a central quantity in his theory:
the probability that a molecule points at a cer-
tain angle, called the angular distribution func-
tion. fd viruses, discovered in the sewers of New
York City in the 1970s, have a high aspect ratio,
with a length-to-diameter ratio of 130:1, and
importantly, they are monodispersed—all of the
same length. Until this experiment, these two
qualities had never before been realized in a
physical system, making this the most complete
test of Onsager’s theory. (Polymer chemists are
yet unable to produce polymers all of the same
length, something nature has been doing for
three billion years.) Unlike some science today,
where physicists are turning to biological ques-
tions, here biology has come to the aid of
physics.

In order to measure the angular distribution
function, x-ray diffraction was done at the small-
angle x-ray scattering (SAXS) station on the
IMMY/XOR 8-ID beamline at the APS by exper-
imenters from Brandeis University,
Massachusetts Institute of Technology, Northern
Illinois University, and Yale University.

Insofar as the assumptions of Onsager hold—that electro-
static repulsions are minimized, a condition obtained by adding
the fd virus to a high salt solution—his theory was found to be
quite accurate. (The salt serves to screen the long-range
attractions.) However, as electrostatic interactions become
stronger (that is, as salt concentrations become weaker, or
virus concentrations become high), Onsager’s theory begins to
fail, indicating a need for further theory in terms of charged
macromolecules. Thus, in order to understand biopolymers,
such as actin or neurofilaments or even DNA, which in their
biological milieu are highly concentrated and aligned in liquid
crystalline states, additional theory is needed. ❍

See: K.R. Purdy1, Z. Dogic1, S. Fraden1, A. Ruhm2, L. Lurio3,
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PH A S E TR A N S I T I O N S I N SU S P E N S I O N S O F CO L LO I DA L F D VI R U S

Fig. 1. The fd virus consists of about 2700 copies of a single protein helically arranged
to form a hollow cylinder into which is stuffed the viral DNA. The periodic arrangement
of the proteins causes x-rays to be scattered as distinct spots arranged in layers per-
pendicular to the virus axis. The x-ray scattering pattern from a perfectly aligned virus
shows peaks that are very sharp and are confined to horizontal planes. Shown is an
example of scattered x-rays from a nematic sample compared with the calculated
data. Different angular distribution functions are used to model the data, and the one
that best fits the data is used to calculate the phase transition order parameter.
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TT hin polymer films are attracting considerable attention
because they have a wide variety of technological appli-
cations, ranging from the creation of bio-compatible sur-

faces for medical implants to expanding the limits of computer disk
drive technology.

Recent theoretical work has raised questions about whether
thermal effects could cause polymer thin films to stratify such that
their viscosity varies with depth. Clearly, such an effect would pres-
ent a challenge—or an opportunity—for applications that depend on
surface properties of such films. However, it is not clear how well the
theory holds for films with a
thickness on the same order as
the length of the polymer chains.

The first experiments test-
ing the theoretical premise
behind this predicted effect have
been conducted at IMMY/XOR
beamline 8-ID. The emerging
technique of x-ray photon corre-
lation spectroscopy (XPCS) was
used to measure random ther-
mal fluctuations in the surface
height of a thin polystyrene film
as a function of lateral length
scale. The results support the
theory in question: namely, that
the surface dynamics of a poly-
mer film take the form of over-
damped thermal capillary
waves. Such waves are some-
thing like the ripples spreading from a pebble dropped in water.

The method used, XPCS, extends a well-established laser
technique to the smaller length scales accessible with x-rays. It
exploits the coherence of synchrotron x-rays to generate a speckle
pattern that reflects spatial inhomogeneity. The method is particu-
larly well suited to studying spatial dynamics on relatively slow time
scales (seconds to minutes).

The goal of the initial experiment was to determine how fast the
surface disturbances relax, or smooth out, and also whether this
relaxation time varies depending on the wavelength (or wave vec-
tor) of the disturbance. The XPCS method allows simultaneous
measurement of features at several length scales. In this case, the
relaxation times were measured for wave vectors ranging from 10-3

to 10-2 nm-1.
The samples studied were polystyrene films (MW = 123,000 g/mol)

with thicknesses ranging from 84 to 333 nm, prepared by spin-casting
on silicon substrates. Measurements were taken at temperatures rang-
ing from 150 to 170°C (above the polystyrene glass transition temper-
ature). Effects of interaction between the film and substrate were
excluded by choosing an incident beam angle that limited the depth of
penetration to ~9 nm. The off-specular diffuse scattering from the poly-
mer surface was recorded with a direct-illumination CCD camera.

Figure 1 shows a CCD image and a fit to the capillary wave
model for an 84-nm film. The good agreement between the data and

the model confirms that the surface morphology of the film is
governed by capillary waves. The results also showed that the
surface tension and viscosity are consistent with that of bulk
polystyrene and that the overall film viscosity is independent of
both film thickness and the length scale of the disturbance. The
data also confirm the expected relationship between the wave
vector and the relaxation time and film thickness: long-wave-
length ripples damp out more slowly than small ones, and all
relaxation times are faster in the thicker films.

These initial results were used in a preliminary analysis of
the potential for viscosity to vary with depth in the film. The cal-
culations show that if a high-mobility surface layer were pres-
ent, it would not be more than 10 nm thick. This layer might
cause the viscosity of the thin film to differ from that of the bulk,
but only in films thinner than ~20 nm. Further experiments are
in progress to explore such effects. ❍
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Fig.1. (a) Time-averaged thermal diffuse scattering from the surface of an 84-nm-thick polystyrene
film at 160°C.  (b)  Results of capillary wave model for same film thickness and temperature.  The
close agreement with (a) shows that this model holds for polymer films.
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GG ive a complex molecule a little extra energy, and it
tends to get bent out of shape. The structure of an
excited molecule may differ from that of the molecule

in its ground state, and the distortions can greatly affect the mol-
ecule's chemical reactivity and other properties. Reversible
shape changes are fleeting, however, lasting only millionths or
billionths of a second. To measure them, researchers from the
State University of New York at Buffalo and The University of
Chicago are developing a technique called “photocrystallogra-
phy” that essentially provides snapshots of excited molecules
within a molecular crystal.

The method adds a new dimension—time—to traditional x-
ray crystallography. In a standard technique, monochromatic x-
rays diffract off the various planes of symmetry within a slowly
rotating single-domain crystal, and the trajectories of the scat-
tered x-rays reveal the arrangement of molecules within the crys-
tal and atoms within the molecules. However, the molecules are
generally not excited, and the measurements make no use of
timing. Such measurements provide a good long look at the
ground state structure of the molecules but yield little insight into
the shapes of excited molecules.

To detect reversible shape changes, the researchers hit a
molecular crystal with a one-two punch: a nanosecond pulse of
intense laser light followed almost immediately by a microsecond
burst of x-rays. The pulse of laser light excites many of the mole-
cules in the crystal, and the x-rays diffract off them before they
have a chance to relax to their ground state. The deformed mole-
cules alter the intensities of the x-rays diffracted in various direc-
tions, and from such intensity changes researchers can deduce
the precise shape of the excited molecules. The photons in each
laser pulse must outnumber the molecules in the crystal to
ensure that a detectable fraction of the molecules—5% to 10 %—
are excited; the x-rays must be intense enough to determine the
crystal structure before the repeated laser pulses damage the
crystal. And to keep the laser from vaporizing the tiny sample, the
crystal must be cooled with helium gas.

A user facility for time resolved measurements is being com-
missioned on the ChemMatCARS insertion device beamline at
the APS [1]. While preliminary experiments were performed at
Brookhaven National Laboratory, ChemMatCARS effort has con-
centrated on instrumentation development appropriate for a high-
brilliance undulator source and data acquisition/analysis pack-
ages which promote efficient use of this new capability.

The first experiments at ChemMatCARS used a sample of a
photosensitive metalloorganic dye containing a copper atom
between phosphorous and nitrogenous ligands. The two ligands
are roughly planar and are nearly perpendicular in the molecule's
ground state. But when the molecule is excited, an electron hops
from the copper to the nitrogenous ligand. That causes the mol-
ecule to flatten, the measurements showed, and the angle
between the planes of the ligands decreases by several degrees.
The distortion was smaller than density functional theory calcu-
lations had predicted. However, the calculations had analyzed an

isolated molecule, instead of a molecule within a crystal, which
would be confined by its neighbors.

These first measurements demonstrate the potential of the
technique to capture structural changes caused by any light-
induced reversible process. They open the way to myriad applica-
tions, and the researchers are hoping that the ChemMatCARS 15-
ID beamline can serve as a national user facility for photocrystal-
lography. In the meantime, they are hoping to achieve picosecond
x-ray pulses by synchronizing their laser with the circulating parti-
cle bunches within the synchrotron. Such x-ray pulses would
enable them to resolve even shorter-lived excitation. ❍

Reference
[1] P. Coppens, T. Graber, and P.J. Viccaro, Synchrotron Radiation
News 16 (4), 27-28 (2003)

See: P. Coppens, Chem. Commun. 12, 1317-1320 (2003).
Author affiliation: State University of New York at Buffalo
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C A P T U R I N G T H E CO N T O R T I O N S O F EX C I T E D MO L E C U L E S

The ground state structure of the photosensitive metalloor-
ganic dye known as Cu(I)(dmp)(diphos)+. The molecule’s
excited-state structure was determined by photocrystallogra-
phy at the APS. Inset: Photograph of laser-illuminated crystal
emitting light during photocrystallographic data collection.
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PP latinum supported on alumina catalysts
are important for production of high-
octane gasoline in the petroleum

industry and exhaust gas abatement in the auto-
motive industry. A better understanding of how
these catalysts are produced is crucial for the
preparation of more effective catalysts in the
future. The Revised Physical Adsorption (RPA)
model simulates the uptake of Pt versus pH onto
alumina but is simplistic in that only the doubly
valent [PtCl6]-2 complex is considered. Because
previous studies suggested that other Pt com-
plexes might be present in the preparative solu-
tions, investigators from the University of Illinois
at Chicago, BP Research Center in Naperville,
Illinois, and Argonne National Laboratory collab-
orated to refine the RPA model. By characteriz-
ing the molecular changes that occur when Pt
complexes are adsorbed onto alumina, a better
understanding of Pt adsorption is expected to
lead to better control of the composition and per-
formance of these catalysts.

The high sensitivity of the undulator beam-
line at MR-CAT, APS sector 10, was used to
determine, via extended x-ray adsorption fine
structure (EXAFS) measurements, the structures
of Pt complexes in dilute solution and adsorbed
on alumina. The exact structures of the aqueous
Pt species were highly dependent on the Pt and Cl concentra-
tion, pH, and age of the solutions. For example, aqueous solu-
tions of H2PtCl6, which are commonly used to prepare catalysts,
were observed to undergo rapid hydrolysis, giving Pt (IV) com-
plexes with 3 Cl and 3 O ligands (Fig. 1). Although EXAFS can-
not distinguish between OH and H2O ligands, a proton balance
indicated that the initial O ligands were H2O. After about 24 h,
as the solutions age, the H2O ligands are exchanged by OH-ions.
The number of hydroxide ligands also increases as the pH
increases.

In aqueous solution, γ-alumina with a surface area of about
200 m2/g becomes positively charged. A “double layer” theory is
the kernel of the RPA model, which predicts that there is a
Coulombic attraction between the negatively charged Pt com-
plexes and the positive surface charge on alumina. Pt com-
plexes, which initially contain H2O ligands, are positively charged
and not readily adsorbed. Aged solutions with hydroxide ligands,
however, are readily adsorbed and lead to the formation of small
particles upon reduction. EXAFS analysis (Fig. 1) also indicates
that the Pt species undergo additional changes upon adsorption.
These structural changes are due to the influence of the surface
pH of the alumina. Proper control of the support, pH of the
preparative solutions, and the charge on the metal complex,
leads to monolayer coverage of the support and smaller metal
particles upon reduction.

From this and similar studies, a general understanding has
been developed that makes it possible to make superior cata-
lysts with nearly any metal on any support. By using these
advances, a simple method for production of a new generation of
fuel cell electrodes, which has a very high Pt loading and very
small metallic particles, has been recently developed. This work
has attracted the interest of several catalyst manufacturers and
is currently under development. ❍

See: W.A. Spieker1, J. Liu1, X. Hao1, J.T. Miller2, A.J. Kropf3, and
J.R. Regalbuto1, “An EXAFS study of the coordination chemistry
of hydrogen hexachloroplatinate (IV) 2. Speciation of complexes
adsorbed onto alumina,” Appl. Catal. A 243, 53-66, (2003).
Author affiliations: 1University of Illinois at Chicago, 2BP
Research Center, 3Argonne National Laboratory

Work performed at MR-CAT supported, in part, by funding from the US
DOE under Grant No. DEFG0200ER45811. J.R. Regalbuto gratefully
acknowledges the support of the National Science Foundation (Grant No.
CTS-9908181). Use of the Advanced Photon Source was supported by
the US Department of Energy, Basic Energy Sciences, Office of Science
(DOE-BES-SC), under Contract No. W-31-109-Eng-38.

RE F I N I N G T H E WAY C ATA LY S T S AR E MA D E

Fig. 1. k2-weighted EXAFS of solid H2PtCl6 (6 Pt-Cl at 2.32 Å in red); 200 ppm H2PtCl6
at pH = 2.5 (2.7 Pt-Cl at 2.32 Å and 3.3 Pt-O at 2.05 Å) in blue ; 200 ppm H2PtCl6 at
pH = 2.5 adsorbed on alumina (1.7 Pt-Cl at 2.32 Å and 4.3 Pt-O at 2.05 Å) in green.
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II ons bound to the surfaces of biological membranes can
dramatically affect processes and behaviors of molecules
located on or near those membranes. Collaborators from

Iowa State University’s Ames Laboratory, the Institute of
Experimental Physics (Leipzig University, Germany), and The
Johns Hopkins University developed anomalous x-ray reflectiv-
ity techniques to probe, in detail, the distribution of such ions at
a surface that mimics a biological membrane, formally called a
biomimetic surface. A biological membrane consists of two lipid-
protein (a variety of lipids, cholesterol, and proteins) leaflets
bound together at the hydrophobic surface of the lipids, expos-
ing the hydrophilic surfaces to the interior and exterior fluids of
a cell or an organelle (Fig. 1). In this case, the biomimetic sur-
face was a lipid monomolecular leaflet (Langmuir monolayer)
formed at the gas-water (Ba-solution) interface. To investigate
these biomimetic membranes, the researchers used a newly
commissioned liquid surface diffractometer at the MU-CAT 6-ID
beamline at the APS. The synchrotron x-ray beam at this beam-
line is both highly monochromatic (i.e., very narrow bandwidth)
and tunable (variable x-ray energy).

Several related x-ray fluorescence methods had been
developed in the past to probe adsorbed ions at solid and liquid
interfaces. The researchers of this study employed the anom-
alous reflectivity to obtain the location and density of the
adsorbed ionic layer near a Langmuir monolayer by collecting x-
ray reflectivities at different energies at the absorption edge
(resonance) of these ions and away from it.

The basic experimental setup for x-ray reflection involves
the detection of a highly monochromatic beam that is mirror-

reflected from the biomimetic surface at various angles of inci-
dence. The special diffractometer at the 6-ID beamline enables
in situ studies of liquid surfaces and monomolecular layers at a
liquid interface. A typical reflectivity curve is measured over a
relatively narrow range of incident angles (0° to 5°, depending
on the x-ray energy). From a measured reflectivity curve, the
average electron-density profile of the film across the interface
is determined and can be interpreted in terms of molecular
arrangements at the surface.

At energies away from any resonance (absorption edge),
the electron density corresponds to the total electrons in the
film. On the other hand, for x-ray energies at a resonance of a
specific ion, heuristically, fewer electrons of these ions con-
tribute to the reflection process; the effective electron-density at
the location of these ions is thereby reduced. Figure 2a shows
the effective number of electrons for some of the ions present in
the film; whereas, for Cl- and H2O this number is practically con-
stant, it varies dramatically for Ba ions in the vicinity of a reso-
nance (E = 5.247 keV, for instance).

To form a biomimetic surface, the researchers spread
DMPA (1,2-dimyristoyl-sn-glycero-3-phosphatidic acid) as a
monolayer on dilute aqueous barium chloride (BaCl2) solutions
kept inside a Teflon® Langmuir trough. Their objective was to
detect if ions from the solution bind to the charged biomimetic
surface and to determine the distribution of these ions in rela-
tion to the molecular structure. They collected reflectivities at
three distinct x-ray beam energies (E, measured in thousands
of electron-volts): 5.1, 5.247, and 8.0 keV. The 5.1 and 8.0 lev-
els were away from an absorption edge, while the 5.247 level

AN O M A LO U S X-R AY RE F L E C T I V I T Y DE T E R M I N E S
IO N-S P E C I F I C PR O F I L E AT ME M B R A N E S

Fig. 1. Schematic of a bilayer lipid membrane inter-
penetrated with membrane proteins, exposing the
head-group region of the lipids to the interior and
exterior of a cell or an organelle. A single leaflet of a
membrane can be formed at the gas-solution inter-
face artificially, and studied in situ with the Ames
Laboratory liquid surface diffractometer at the MU-
CAT 6-ID beamline. X-ray diffraction from a leaflet system can yield the structure of the
film and monitor interfacial phenomena (protein recognition processes, ionic accumula-
tions, and others) relevant to biological processes at membrane surfaces. Note: The
above graphic illustrates generic experimental arrangements and does not depict the
actual membrane leaflet used in this study. (In this study, only DMPA was present in the
membrane leaflet. No membrane proteins were used.)
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was located at an absorption edge. Figure 2b shows three
reflectivities normalized to the reflectivity of the bare surface
water (shifted for clarity). The electron-density (ED) profiles that
were determined from those measurements show variations at
the head group region of the monolayer, and, from these differ-
ences, the distribution and concentration of the Ba ions were
extracted. (Ba was chosen to replace Ca, which is abundant in
biological solutions, in order to enhance the anomalous scatter-
ing effect in this model system study.)

The results pointed to a higher ratio of barium ions present
at the surface than would be expected from the stoichiometric
ratio alone (i.e., the stoichiometric ratio of 0.5 Ba2+ to DMPA–).
Previously, lower-resolution x-ray research had hinted at the
barium ion overabundance on the monomolecular layer. But with
the definitive ion profile that anomalous x-ray reflection provided,
the researchers in this instance were able to construct a detailed
picture of not only the barium ion profile on the Langmuir mono-
layer, but also the most likely nature of the chemical species at
and near that layer. The picture that emerged was one in which
the total barium ion distribution was quite asymmetric in nature,

incorporating a bound Stern layer (most likely composed of
BaOH+ cations) in conjunction with a diffuse cloud of barium
cations (Ba2+).

Follow-up studies will increase knowledge of the detailed
chemistry involved in ion binding to LM layers, including Ca. But
this particular research has already demonstrated the power of
anomalous x-ray reflection to yield a detailed profile of ion distri-
bution at surfaces. With that profile, detailed chemical informa-
tion about the surface layer can subsequently be deduced. ❍

See: D. Vaknin1, P. Krüger2, and M. Lösche2,3, “Anomalous
X-ray Reflectivity Characterization of Ion Distribution at
Biomimetic Membranes,” Phys. Rev. Lett. 90, 178102-1 to
178102-4 (2 May 2003).
Author affiliations: 1Iowa State University, 2Leipzig University,
3The Johns Hopkins University

Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.

NN ew x-ray spectroscopy data is helping to resolve a
20-year debate on the catalytic mechanism of a com-
mon zinc-containing metabolic enzyme. A group per-

formed the first millisecond-resolution x-ray absorption study on
a biological reaction to investigate the way alcohol dehydroge-
nase removes hydrogen from alcohols. The results suggest that
the zinc atom forms two different catalytic intermediates.

Alcohol dehydrogenase (ADH) removes two hydrogen
atoms from one of an alcohol's carbon atoms, turning the mol-
ecule into an aldehyde or ketone (which contain a carbon-oxy-
gen double bond). Researchers have proposed two basic
mechanisms for hydrogen removal. In the traditional mecha-
nism, the alcohol displaces a water molecule bound to a zinc
atom, which serves primarily to orient the alcohol. In the alter-
native scenario, the water molecule stays bound to zinc during
catalysis and serves as a temporary site for hydrogen transfer.
A key feature distinguishing the two mechanisms is the number

of atoms zinc is bound to—four if water is displaced; five if not.
Researchers have had a tough time figuring out what zinc is
doing, however, in part because it resists analysis by conven-
tional forms of spectroscopy.

One way of scanning ADH (and other metal-containing
proteins) is to bombard it with x-rays that vary in frequency over
time and measure the resulting fluorescence spectrum, which
provides information on bond length and number of atoms near
zinc and is sensitive to zinc's charge and bonding geometry.
Varying the x-ray frequency usually takes 50 milliseconds (ms)
or longer, however, while the ADH reaction itself takes less than
100 ms. Now a group from the Weizmann Institute of Science
in Rehovot, Israel, and Yeshiva University in New York has
improved two methods well enough to get around that obstacle.

In one experiment, performed on the National Synchrotron
Light Source beamline X9B at Brookhaven National Laboratory,
they successively froze the reaction in its tracks to observe it at
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Fig. 1. Kinetic x-ray absorption spectroscopy experiments are used to follow real-time electronic changes, which are related to the struc-
ture of the catalytic site. X-ray fluorescence photons are recorded at single X-ray energy by synchronizing X-ray beam, rapid mixer, and
fast data acquisition system.
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elapsed times ranging from around 2 ms to 110 ms. Enzyme
from bacteria and substrate were rapidly mixed and injected into
a bath of liquid isopentane, which halts or “quenches” the reac-
tion. Although the quenched molecules are actually in a mix of
states, sophisticated mathematical analysis of the fluorescence
data indicated the zinc formed two successive five-bond transi-
tion states in the first 70 ms after the reactants came together.
They proposed that the first transition state forms when water
binds to zinc, which then breaks its bond with the protein and
binds to the alcohol, forming the second transition state. Water
remains bound until the reaction is finished.

In a second experiment, performed on the Bio-CAT beam-
line 18-ID at the APS, they measured fluorescence at a single
x-ray energy over time, down to the millisecond (see Fig. 1).
Changes in absorption at that energy correspond to changes in
zinc's charge. They observed a rapid buildup of partial positive
charge on zinc, followed by a slow return to neutrality beginning
around 70 ms. They interpret the partial positive charge as a
sign of the second five-bond zinc transition state, in which the

attached alcohol pulls zinc's electrons away from it. Theoretical
calculations supported the conclusion.

The result suggests the ADH mechanism is more compli-
cated than previously thought, but further experiments will be
needed to test the proposed mechanism, and bacterial ADH
may behave differently than the mammalian enzyme. The spec-
troscopic techniques may also prove useful in analyzing other
metal-containing enzymes. ❍

See: O. Kleifeld 1, A. Frenkel 2, J.M.L. Martin 1, and I. Sagi 1,
“Active site electronic structure and dynamics during metal-
loenzyme catalysis,” Nat. Struct. Bio. 10, 98-103 (1 February
2003).
Author affiliations: 1The Weizmann Institute of Science,
2Yeshiva University

I.S. was supported by the Israeli Science Foundation. J.M.L.M. was
supported by the Minerva Foundation. Use of the Advanced Photon
Source was supported by the U.S. Department of Energy, Office of
Science, Office of Basic Energy Sciences, under Contract No. W-31-
109-Eng-38.

MM any types of bugs breathe in much the same way
that we do. This surprising discovery was made by
scientists from Chicago’s Field Museum of Natural

History and Argonne National Laboratory, who studied living,
breathing insects at the XOR 1-ID beamline of the APS. The
investigation revealed the existence of a previously unknown
breathing mechanism that is similar to the inflation and defla-
tion of lungs in vertebrate animals.

Scientists had long known that bugs breathe by means of
a complex network of gas-filled tubes, called tracheae, that
carry oxygen to various parts of their bodies, but it was felt that
breathing took place mainly through passive gas diffusion or
through changes in internal pressure produced by body motion
or hemolymph circulation. The breakthrough came as a result
of the ability to take high-resolution x-ray videos of the internal
workings of insects in real time as they breathed.

The researchers employed phase-enhanced, time-
resolved x-ray imaging, which was enabled by the high flux and
partial coherence of the x-ray beams at the APS. The technique
produced edge enhancement of the images, with the APS x-ray
beams permitting video rates of 30 frames per second. x-ray
videos were recorded for the anterior thorax and head regions
of ground beetles (Platynus decentis), carpenter ants
(Camponotus pennsylvanicus), house crickets (Achaeta
domesticus), and other insects.

Fig. 1. Ground beetle tracheal images about 0.5 s apart. Upper
image shows beetle tracheal tubes fully expanded; in the lower
image, they are fully compressed. (Images: Mark W. Westneat)

ST U D I E S O F IN S E C T RE S P I R AT I O N US I N G PH A S E-E N H A N C E D,
T I M E-R E S O LV E D X-R AY IM A G I N G
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The tracheal systems were clearly visible as bright branch-
ing patterns on the x-ray videos. The tracheae were seen to be
inflated at rest (see Fig. 1). They then became squeezed pro-
gressively over the course of 300 to 500 msec and subsequently
expanded over a similar time period. The tracheae were com-
pressed primarily in one direction so that the roughly circular
cross section of a trachea at rest was compressed into an ellipse.
Narrowing of the tracheae was often synchronous throughout the
head and thorax regions, but local tracheal compression was
also observed. The data indicated interspecies variability in both
exhalation-inhalation duration and cycle frequency. The
researchers also observed other respiratory mechanisms, such
as abdominal pumping, autoventilation, and circulatory fluid
motion.

Further development of the x-ray imaging technique used
in this study could lead to an increased understanding of the
basic principles of mammalian, fish, and insect physiology,
which could have important implications for humans and their
health care. This is because many aspects of human physiol-
ogy have their counterparts in lower animal orders. For exam-
ple, studying how larval fish move their backbones could pro-
vide information on human backbones, which may provide
clues for treating spinal cord injuries in humans. Likewise,
studying the walls of blood vessels in mice and the tiny hearts

in beetles (each beetle has multiple “hearts”) may possibly
shed light on how to treat high blood pressure.

The imaging technique itself may have medical applica-
tions, as turned out to be true of many imaging advances in the
past (magnetic resonance imaging, computed axial tomogra-
phy computed tomography . The tool also has the potential for
a wide variety of other applications, including detecting and
studying cracks, voids, and other boundaries inside optically
opaque structures; studying fluid flow in rocks and soils for oil
exploration and recovery; and characterizing advanced materi-
als, such as ceramics and fiber-reinforced composites. ❍

See: M.W. Westneat 1, O. Betz 1,2, R.W. Blob 1,3, K. Fezzaa 4,
W. J. Cooper 1,5, W.-K. Lee 4, “Tracheal respiration in insects
visualized with synchrotron x-ray imaging,” Science 299, 558-
560 (24 January 2003).
Author affiliations: 1Field Museum of Natural History,
2University of Kiel, 3Clemson University, 4Argonne National
Laboratory, 5The University of Chicago

Use of the APS is supported by the DOE Office of Science, Office of
Basic Energy Sciences, under Contract no. W-31-109-Eng-38. This
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DEB-9815614.

NN ew developments in nanotechnology offer the cre-
ation of chemical-biological hybrid nanocomposites,
which can be introduced into cells to initiate intra-

cellular processes or biochemical reactions. Researchers from
Northwestern University Medical Center and Argonne National
Laboratory synthesized TiO2-oligonucleotide nanocomposites
made of DNA oligonucleotides attached to 45-Å TiO2 nanopar-
ticles and tested them by using the XOR 2-ID-E beamline at the
APS. A key benefit of nanocomposites is that they could
advance medical biotechnology and open new doors in chem-
istry and materials sciences.

The research goal was to develop the TiO2-oligonucleotide
nanocomposites into nanodevices that could be introduced into
cells and function in vivo and in situ. To accomplish that goal,
researchers first determined that the nanocomposites could
successfully hybridize with long DNA molecules. One concern
was that the nanocomposites would “clump” and not be able to
withstand an incubation temperature of 95°C, the temperature
required for annealing and polymerase chain reaction (PCR).
Using atomic force spectroscopy, researchers visualized a

Fig. 1.   Scan of a 21 x 21-µm area with a single nucleus containing 3.6 x 106 nanoparticles.  Scanning was done
in 0.2-µm x 0.2-µm steps, and this nucleus was isolated from cells infected by SuperFect reagent with 80 pmol of
R18Ss-TiO2 hybrid nanocomposite and 160 pmol of “free” R18Sas oligonucleotide, applied onto 4 x 106 cells and
incubated for two hours.  Nuclei were isolated according to the published procedure. [1] Co-localization of phos-
phorus (red), titanium (green), and zinc (blue) signals is presented as the overlap of these three colors.

SY N T H E S I S A N D AN A LY S I S O F TIO2-OL I G O N U C L E O T I D E
HY B R I D NA N O PA R T I C L E S
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hybridization mixture that had been annealed. The nanocom-
posite did not clump and withstood the annealing process,
paving the way for further research.

Mammalian cells were “infected” in vitro with TiO2-oligonu-
cleotide nanocomposites by conventional methods.
Researchers mapped the location of the titanium in the cells by
using titanium-specific Kα x-ray fluorescence induced at the
APS. In total, researchers used 514 cultured cells from 24 dif-
ferent samples infected with seven different nanocomposites.
Depending on the experiment, 20–50% of the cells were found
to have accepted and retained titanium nanoparticles. To con-
firm that the nanocomposites were, indeed, able to enter the
cell nucleus, researchers then isolated nuclei from cells
infected with a TiO2 nanocomposite and a “free” oligonu-
cleotide.

Scans revealed titanium in 6 out of 13 sampled nuclei,
demonstrating that the TiO2-DNA nanocomposites reached the
nucleus of the mammalian cells. Figure 1 shows that signals of
phosphorus and zinc overlap and that the titanium signal
showed the highest density in a circular subregion of the
nucleus. Given its size and shape, this nuclear subregion is
likely to be the nucleolus — the subregion of the interphase
nucleus where rDNA is located — and would therefore be the
most likely nuclear location for retention of an oligonucleotide-
TiO2 nanocomposite with rDNA sequences attached.

In another experiment, researchers tested the hypothesis
that oligonucleotide-TiO2 nanocomposites are capable of pho-
toinduced endonuclease activity. They showed that DNA
oligonucleotides covalently attached to TiO2 nanoparticles
anneal/hybridize to target DNA with specificity dependent on
the sequence of the oligonucleotide and participate in PCR
reactions. With subsequent illumination, the completed PCR
products containing the TiO2 nanoparticles induced DNA
strand breaks in a short distance from the TiO2.

To gather PCR band cleavage data, researchers used
standard PCR reactions. After a reaction, PCR products were

divided equally; white light was then used to illuminate one-half
of each reaction for 2 min. Polymerase chain reaction products
from non-illuminated and illuminated portions were separated
by agarose gel electrophoresis, blotted to Gene-Screen mem-
branes, and hybridized with a radiolabelled probe. Researchers
found that, as in the experiments establishing cleavage of
oligonucleotides, DNA linked to a TiO2 nanoparticle did not
migrate through the gel. After illumination, however, the same
PCR products (primed by the nanocomposite) were cleaved
away from the TiO2 nanoparticle at a random short distance (up
to 50 base pairs) and entered the gel, forming a short, diffuse
band.

Researchers concluded that even the simple TiO2-oligonu-
cleotide hybrid nanoparticles synthesized in this project can per-
form many chemical and biological tasks, including a light-
induced site-specific (within 50 nucleotides) nucleic acid
endonuclease activity.The nanocomposites analyzed at the APS
can perform a multitude of chemical-biological tasks, indicating
that other types of TiO2-biomolecule nanocomposites can be
engineered to be nanodevices for medical biotechnology. ❍

References
[1] B. Pichon and D. Christophe, Anal. Biochem. 261, 233
(1998).
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RR esearchers have achieved the first detailed view of
resting muscle filaments poised to contract, a long
sought window into the biochemical cycle that

causes muscle contraction. The group determined the overall
structure of insect muscle fibers from x-ray diffraction patterns
and performed computer modelling to analyze the data. The
resulting structure, reported in August 2003, suggests a specific
mechanism for insect muscle activation.

Muscle cells (fibers) contain two parallel, overlapping sets
of protein filaments, made of myosin and actin, respectively, that
align with the direction of contraction. The myosin and actin fil-
aments have fixed length individually, but they slide past each
other like telescope segments to stretch or shorten the overall
muscle. The shortening motion is driven by comma-shaped
myosin “heads,” which radiate out from the myosin filaments and
cyclically bind to, bend against, and then release adjacent actin
filaments. The bind-and-bend phase of each cycle is called a
powerstroke. Comparing bound and resting head structures and
positions can help researchers deduce the powerstroke mech-
anism. Researchers had previously viewed the end state of the
powerstroke, in which myosin heads have bent and are strongly
bound to actin (Fig. 1). No one had reported the orientation of
the unbound heads in myosin's relaxed initial state until August
2003, however.

Researchers from Imperial College London, Duke
University, and the Illinois Institute of Technology decided that
improved synchrotron technologies and data analysis tools
offered the prospect of modelling the relaxed structure. They
recorded so-called low-angle x-ray diffraction patterns from
flight muscle fibers of giant waterbugs on the Bio-CAT beamline
18-ID at the APS, which gave them new and sharper details of
the large-scale myosin filament structure. A single recording
cannot produce both large- and fine-scale data because large
structural elements are encoded in low-angle features of the dif-
fraction pattern and vice versa; cameras can resolve one or the
other, but not both. So the group computed thousands of differ-
ent ways of fitting existing high-resolution atomic models of
head structure into the overall model, on the basis of the
assumption that each head could pivot at two points, and iden-
tified the best fit to the observed low-angle x-ray pattern. The
model confirmed that resting myosin filaments have stacked
rings or “crowns” of eight heads each — two heads per myosin
molecule. One head of each myosin projects about 90° from the
filament axis; the other tucks inward against the filament's cir-
cumference.

Comparing the results of modeling against actual post-
powerstroke myosin head conformations in waterbug and many
other species suggests the changes that take place during a
powerstroke cycle (Fig. 1). Each of the four projecting heads
rotates slightly about the “neck,” which connects to a pivot on
the myosin filament. The rotation positions the head to bind
tightly to the actin filament and tilt forcefully by 45° relative to the

axis of the filament. Such a powerstroke would move the head and
bound actin filament 10 nanometers down the axis. The four
inward-pointing heads each touch an adjacent projecting head.
These contacts may restrain both myosin heads from cleaving
high-energy ATP molecules—the powerstroke fuel—until the right
moment.

Insect flight muscles must contract rapidly and precisely to
keep the insect aloft. As if optimized to do so, the relaxed outward
myosin heads seem poised to bind actin and begin powerstroking.
The researchers speculate that the increased calcium in stimulated
muscle cells may loosen the heads and modify actin filaments to
facilitate binding. Stretching flight muscle triggers concerted pow-
erstrokes, perhaps by perturbing the ring of contacts between
inward and outward heads to fully enable ATP splitting and actin
binding. ❍

See: H.A. Al-Khayat 1, L. Hudson 1, M.K. Reedy 2, T.C. Irving 3, and
J.M. Squire 1, “Myosin Head Configuration in Relaxed Insect Flight

GR A S P I N G T H E ST R U C T U R E O F IN S E C T MU S C L E
PO I S E D T O CO N T R A C T

Fig. 1. Top left: Low-angle x-ray diffraction pattern from relaxed insect
flight muscle. (Pink and blue numbers represent spacings between
repeating structural elements as calculated from the pattern.) Top
right: Structure (left) of the modelled myosin heads (pink/white/green)
in their relaxed, pre-powerstroke state and (right) in their “rigor” or
post-powerstroke state. Bottom: Transition from the head shape in
relaxed insect muscle (blue) to rigor-like final shape (green), showing
the pivots needed (red on thick filament, white within head) to let the
neck swing from one form to the other when bound to actin.
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Muscle: X-ray Modeled Resting Cross-Bridges in a Pre-power-
stroke State Are Poised for Actin Binding,” Biophys. J. 85,
1063–1079 (August 2003).
Author affiliations: 1Imperial College London, 2Duke
University, 3Bio-CAT/Illinois Institute of Technology

J.M.S. was supported from a UK Biotechnology and Biological
Sciences Research Council (BBSRC) project grant (28/S10891).

M.K.R. was supported by National Institutes of Health AR-14317.
CCP13 software was developed as part of UK BBSRC/Engineering and
Physical Sciences Research Council (EPSRC) funded projects (e.g.,
28/B10368 and 28/B15281). Use of the Advanced Photon Source was
supported by the U.S. Department of Energy, Basic Energy Sciences,
Office of Energy Research, under Contract No. W-31-109-Eng-38.
BioCAT is a U.S. National Institutes of Health-supported Research
Center RR08630.

HH ow's this for a hair trigger? A metal-sensitive
molecular switch found in E. coli bacteria trips at a
zeptomolar concentration of free copper—equiva-

lent to one free copper ion in every 1011 cells. Researchers
determined the three-dimensional structure of the protein
switch, which helps maintain copper levels in the cell, and
found that an unusual binding pocket allows it to distinguish
copper from other metal ions with such spectacular sensitivity.

Metal ions are crucial to many
enzymes, but too much metal floating
around in a cell may weaken or kill it. A
family of proteins sensitive to zinc, mer-
cury, and other metal ions therefore
monitors the cell interior and turns on
ion pumps, detoxifying enzymes and
other cellular machinery if metal con-
centrations get too high. If more than a
few thousand copper ions accumulate
in a cell, for example, the CueR protein
senses the change and takes action. To
test the sensitivity of CueR, researchers
from Northwestern University added
decreasing amounts of copper to a mix-
ture of this sensor protein and one of
the genes it activates, called copA.
Active, copper-bound CueR binds to the
copA DNA and recruits enzymes to
copy the gene into molecules of RNA.
The mixture began producing RNA at a
tiny concentration of copper, correspon-
ding to one free ion in a volume the size
of 1011 E. coli cells.

CueR achieves its sensitivity and
specificity by burying a copper ion away from solution and
spearing it between two sulfur atoms (Fig. 1). The group com-
pared the structure of CueR, which recognizes metal ions that
have only a single unit of positive charge, to that of the zinc
sensor ZntR, which recognizes only ions that have two units of
charge, such as zinc . The researchers crystallized both metal
sensors and solved their structures from x-ray diffraction pat-
terns, obtained at the DND-CAT 5-ID beamline at the APS, and
the Stanford Synchrotron Radiation Laboratory in Stanford,
California. To confirm that the copper ion and sulfur atoms are
arranged in a line, the Northwestern researchers and a group
from the University of Michigan in Ann Arbor scattered x-rays of

increasing energy off the protein. The energy of the resulting
photons emitted from the copper-sulfur complex were consis-
tent with a linear geometry.

The structure reveals several reasons for the specificity of
CueR. Ions with less charge prefer to form fewer bonds with
adjacent atoms. The cramped metal binding pocket of CueR is
structured to offer an ion only the two sulfur atoms for bonding,
whereas ZntR holds two zinc atoms in a web of four bonds

each. CueR also stabilizes the copper-sulfur complex by neu-
tralizing its net negative charge. Each sulfur atom is negatively
charged. The copper ion neutralizes one negative charge, and
an adjacent protein dipole offsets the other. A greater local
charge would upset that balance in the greasy interior of the
protein.

The surprisingly simple linear arrangement suggests that
the sensitivity of CueR rises from the charge neutralization and
additional weak bonding between copper and the surrounding
pocket of amino acids, the researchers say. The linear copper-
sulfur geometry has been reported in only a few copper-trans-
porting proteins related to copA. The high sensitivity of CueR

ME TA L SE N S O R KE E P S CO P P E R I N CH E C K

Fig. 1. The CueR protein is spectacularly sensitive and specific to metal ions with one unit of
positive charge—including copper, silver and gold—despite a relatively simple linear binding
geometry. Here two sulfur atoms (yellow) hold a copper ion (blue) in place.



59

also implies that the internal space (cytosol) of E. coli is typi-
cally starved for copper, which raises the question of how the
cell supplies other molecules with the metal. One possible
explanation is that copper ions are not tolerated in the cytosol,
but when they overflow into it, they are transported out to the
cell envelope, where all of E. coli's known copper-dependent
molecules are located. ❍

See: A. Changela, K. Chen, Y. Xue, J. Holschen, C.E. Outten,
T.V. O’Halloran, and A. Mondragón, “Molecular Basis of Metal-
Ion Selectivity and Zeptomolar Sensitivity by CueR,” Science
301, 1383-1387 (5 September 2003).
Author affiliation: Northwestern University

See also: K. Chen et al., “An Atypical Linear Cu(I)-S2 Center
Constitutes the High-Affinity Metal-Sensing Site in the CueR
Metalloregulatory Protein,” J. Am. Chem. Soc. 125, 12088-
12089 (2003).

Supported by NIH GM51350 (to A.M.), NIH GM38784 ( T.V.O.), NIH
F32 DK61868 (K.C.), and the National Research Service Award
Institutional Training Grant in Molecular Biophysics (NIH GM08382)
(A.C. and C.E.O.). Use of instruments in the Keck Biophysics Facility at
Northwestern University is acknowledged. Support from the R.H. Lurie
Comprehensive Cancer Center of Northwestern University to the
Structural Biology Facility is acknowledged. Portions of this work were
performed at the DuPont-Northwestern-Dow Collaborative Access
Team (DND-CAT) Synchrotron Research Center at the Advanced
Photon Source (APS) and at the Stanford Synchrotron Radiation
Laboratory (SSRL). DND-CAT is supported by DuPont, Dow, the state
of Illinois, and the NSF. SSRL is operated by the DOE, Of•ce of Basic
Energy Sciences. The SSRL Biotechnology Program is supported by
the NIH and the DOE. Coordinates and structure factors have been
deposited in the Protein Data Bank with accession numbers 1Q05,
1Q06, 1Q07, 1Q08, 1Q09, and 1Q0A.Use of the Advanced Photon
Source was supported by the U.S. Department of Energy, Office of
Science, Office of Basic Energy Sciences, under Contract No. W-31-
109-Eng-38.

WW hat makes our hard tissues—especially our teeth
and jaws—so hard? In higher-order organisms,
particularly in vertebrates (like us), it’s calcium,

but in some invertebrates, such as insects and worms, the
fangs and mandibles contain high levels of the transition metals
zinc, copper, iron, and manganese. Using the x-ray absorption
spectroscopy(XAS) station on the PNC/XOR beamline 20-ID at
the APS, collaborators from the University of California, Santa
Barbara; Vienna University of Technology; the Austrian
Academy of Sciences; Helsinki University of Technology; and
Argonne National Laboratory studied the detailed composition
of worm jaws, delineating the location of metal and elucidating
the fundamental underpinnings of jaw strength.

In particular, two invertebrates were studied in detail: clam
worms (Nereis limbata) and bloodworms (Glycera dibranchi-
ata), both the size of a typical earthworm (about 20 cm in
length). Jaws dissected from the worms were about 5 mm long
or less and mainly proteinaceous, containing significant
amounts of the amino acids glycine and histidine with a few
weight percent metal concentrated at the tip of the jaw.The type
of transition metal depends on the species: the jaws of the rap-
torial bloodworm contain predominately copper as the major
inorganic constituent, whereas its scavenger cousin the clam
worm apparently prefers zinc.

Intact worm jaws were subjected to synchrotron
microbeam analysis—x-ray diffraction and x-ray absorption

SAXS ST U D I E S RE V E A L ME TA L S I N T H E JA W S
O F MA R I N E WO R M S

Fig.1. The jaw of a Nereis limbata worm. The jaw is about 5 mm
long, hollow at the base and solid at the tip. Higher x-ray absorp-
tion is found at the tip, indicating that that area has higher local
electron density. All of the zinc is concentrated in the tip region
of the jaw, with no or very low levels of zinc at the base.
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experiments, done at the APS, as well as small-angle x-ray
scattering.

The zinc in the Nereis jaw was found to be in nonmineral-
ized form: noncrystalline, distributed in the proteineous jaw
matrix, yet still hardening the structure. Nanoindentation was
carried out to examine the local mechanical properties of the
jaw materials and to relate the hardness and stiffness to the
local metal content. A small diamond tip in the shape of an
inverted pyramid was used to press on the surface of the (typi-
cally dried) jaw tissue, rendering a displacement point typically
one micrometer in size. Recording of a load-displacement
curve provided for the calculation of local jaw stiffness.

The presence of zinc and chlorine in Nereis jaws was
found to correlate strongly with the local hardness and stiffness
of the material. Despite the co-localization of the two elements,
no simple zinc-chlorine compound was found. Instead, it is pro-
posed that both zinc and chlorine bind directly to the protein,
thus cross-linking the protein molecules and adding strength to
the jaw. This idea gets extra support from the fact that the jaw
protein contains a significant amount of the amino acid histi-
dine, which prefers to coordinate with metals.

In general, jaws of Nereis worms were considerably softer
than those of their relatives Glycera. The difference appears to

be due to a difference of functionality: Glycera is a venomous
species that must grasp tightly in order to inject venom, while
Nereis jaws serve mainly to grasp small pieces of food. Form,
once again, follows function. ❍

See: H.C. Lichtenegger1,2, T. Schoberl3, J.T. Ruokolainen4, J.O.
Cross5, S.M. Heald5, H. Birkedal1, J.H. Waite1, G.D. Stucky1,
“Zinc and mechanical prowess in the jaws of Nereis, a marine
worm,” Proc. Natl. Acad. Sci. U.S.A. 100 (16), 9144-9149 (5
August 2003).
Author affiliations: 1University of California, Santa Barbara,
2Vienna University of Technology, 3Austrian Academy of
Sciences, 4Helsinki University of Technology, 5PNC/XOR

Support was provided by the Office of Naval Research; and the
Biomaterials Program at the National Institute of Dental and
Craniofacial Research, National Institutes of Health.This work was sup-
ported by Fonds zur Förderung der Wissenschaftlichen Forschung
(Austria) Award J2184 (to H.C.L.) and the Danish Natural Sciences
Research Council (H.B.) and made use of the Central Facilities,
Materials Research Laboratory at University of California, Santa
Barbara, supported by National Science Foundation Award DMR 00-
80034. Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.
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CC isplatin, a platinum-based chemothera-
peutic drug, has been a boon to physi-
cians in treating testicular and ovarian

cancer. The cisplatin analogue Pt103 is even bet-
ter, because it remains active long after such
tumors develop a resistance to cisplatin. This
advantage has prompted research into finding the
reasons why. The most critical aspect of this work
involves establishing whether Pt103 differs signifi-
cantly from its parent drug in cellular uptake and
intracellular distribution.

Researchers from five Australian research
centers—La Trobe University, the Peter
MacCallum Cancer Institute, the University of
Melbourne, Monash University, and the Australian
Nuclear Science and Technology Organisation—
explored this issue by using the state-of-the-art
hard x-ray microprobe (XMP) at the XOR 2-ID-D
beamline of the APS. The study aimed to deter-
mine whether the XMP is capable of quantifying
the uptake and intracellular distribution of potential
anticancer agents within individual adenocarci-
noma cells. This capability would be a great
improvement over current techniques, which
obtain such information only as averages over mil-
lions of cells, because of the minute amounts of
optical fluorescence marker material that become
distributed within each cell.

MA P P I N G T H E UP TA K E O F PL AT I N U M AN T I C A N C E R AG E N T S
I N IN D I V I D UA L HU M A N OVA R I A N AD E N O C A R C I N O M A CE L L S

Fig. 1. The elemental distribution of platinum in a human ovarian 2008 cell that
was dosed with 10 µm Pt103 over an 8-h period.
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Human ovarian 2008 cells and cisplatin-resistant
2008/CDDP cells were treated with cisplatin or Pt103, snap
frozen in isopentane, and then freeze-dried before being
mounted on an X-Y translation stage at 2-ID-D. The samples
were scanned across a microfocused x-ray spot, yielding spa-
tially resolved fluorescence maps of many different elements
simultaneously.This work mainly concentrated on the presence
of platinum (Pt). An incident x-ray energy of 11.7 keV was used
to excite the Pt L fluorescence lines. At this energy, x-rays pen-
etrate biological cells without significant absorption; thus, no
specimen thinning is required, and the fluorescence map of an
element represents a two-dimensional projection of its volu-
metric distribution within the specimen.

Uptake of cisplatin in cancer cells that are resistant to the
drug was found to be reduced by ~50%, compared with uptake
in normal cancer cells over a 24-h period. In contrast, resistant
cells showed an increased uptake of the Pt103 derivative by up
to an order of magnitude. The researchers speculate that the
enhanced uptake of Pt103 may allow the drug to overcome the
resistance mechanism induced by long-term exposure to cis-
platin. Interestingly, Pt103 uptake was found to be largest in
resistant cells (over a 24-h period), which was contrary to find-
ings from previous bulk measurements. This result highlights
the difference between measurements performed on millions of
cells as opposed to those performed on individual cells, as it
appears from this work that measurable variation in uptake can
occur within cell batches.

This experiment successfully demonstrates the feasibility
of using the XMP for single-cell analysis, even for clinical doses
of anticancer agents, which has not been possible previously
with other analytical techniques. The XMP technique was
shown to provide a minimum detectable limit of 20 attograms
(2 x 10-17 grams or 6 x 104 atoms) for platinum.

In this study, a step size of 1 µm was chosen to map out
the Pt distribution in the whole cell (see Fig. 1). The XMP, how-
ever, is capable of achieving a spatial resolution of ~100 nm
and may therefore be used for subcellular imaging in future
studies when cell sections are used.This high spatial resolution
combined with an ultimate elemental sensitivity at the parts-
per-billion level pave the way for quantitative submicron three-
dimensional mapping of elemental distributions within individ-
ual cells. The spatial and elemental resolution would allow for
direct quantification of drug uptake in the nuclear and mito-
chondrial components. Such subcellular information may one
day allow the detailed mechanisms of drug uptake to be stud-
ied directly, which could lead to more effective drug designs. ❍

See: P. Ilinski1, B. Lai1, Z. Cai1, W.Yun1, D. Legnini1, T.Talarico2,3,
M. Cholewa 4, L.K. Webster 3, G.B. Deacon 5, S. Rainone 3, D.R.
Phillips 2, and A.P.J. Stampfl 1,6, “The Direct Mapping of the
Uptake of Platinum Anticancer Agents in Individual Human
Ovarian Adenocarcinoma Cells Using a Hard X-ray
Microprobe,” Can. Res. 63(8), 1776-1779, (15 April 2003).
Author affiliations: 1Argonne National Laboratory, 2La Trobe
University, 3Peter MacCallum Cancer Institute, 4University of
Melbourne, 5Monash University, 6Australian Nuclear Science
and Technology Organisation

This research was supported by the Australian Synchrotron Research
Program, funded by the Commonwealth of Australia under the Major
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under Contract W-31-109-Eng-38; and a grant from the Clive and Vera
Ramaciotti Foundation (T. T., M. C., and D. R. P.). Use of the Advanced
Photon Source was supported by the U.S. Department of Energy,
Office of Science, Office of Basic Energy Sciences, under Contract No.
W-31-109-Eng-38.
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PP roteins often just cannot get away from
ubiquitin, a versatile protein tag that might
mark them for destruction, sorting, or

enlistment into gene repair or cell division. Now
researchers have determined how a ubiquitin-bind-
ing component of several proteins, called CUE, rec-
ognizes that tag. They solved the crystal structure of
CUE and found that it groups in pairs capable of
binding single ubiquitins, and that multiple pairs can
team up to form a series of pockets for binding mul-
tiple ubiquitin molecules.

Researchers originally discovered ubiquitin,
named for its nearly identical form in cells from
yeast to human, as a tag marking other proteins for
destruction. Some-times the tag is a single ubiquitin;
other times it is a string of them. They have since
learned that these tags help regulate a range of
basic cellular processes by attracting different pro-
teins that recognize and bind to ubiquitin. The dis-
covery of new ubiquitin-binding modules brought to
light additional functions for ubiquitin in the recent
past, but researchers still know little about how such
modules work. One mystery is how they can tell a
single ubiquitin molecule from a string of them.
Hoping to shed light on that ability, a group from the
National Institutes of Health and the Mayo Clinic
crystallized and solved the structure of a yeast pro-
tein's CUE domain, which recognizes single ubiqui-
tin tags.

Based on x-ray diffraction data obtained at the SBC-CAT
19-ID beamline and the SER-CAT 22-ID beamline at the APS,
the group found that CUE has a short, rod-like structure con-
sisting of three helices, very similar to another ubiquitin-binding
domain called UBA. They were surprised to find that CUE
domains pair up to bind ubiquitin. Individual CUE molecules, or
monomers, join together by swapping one helix for the identical
one from their partner. The researchers found that such a pair,
or dimer, undergoes a dramatic structural shift upon binding,
flexing into a basket shape that cups the protein tag (Fig. 1).
CUE can also dimerize in real cellular conditions as part of a
full-length protein, they found.

To understand why the dimer is responsible for binding
ubiquitin, the group constructed mutant proteins whose key
binding amino acids were swapped for amino acids that inter-
fere with binding.The first and last helices of the CUE monomer
nestle against ubiquitin, whereas the middle helix faces away.
In the dimer, however, the middle helix of each monomer snug-
gles closer to ubiquitin. The group mutated either the middle
helix or the flanking helices of the dimer and found that both
kinds of mutation made CUE much less sticky to ubiquitin, indi-
cating that the middle and flanking helices both take part in
binding. Because the monomer can bind only with the flanking
helices, the group conclude that this interaction is not enough
to cause tight binding.

Surprisingly, each dimer was joined to two ubiquitin mole-
cules in the crystal structure, despite forming a basket
designed to hold just one. Because of the way the dimer forms,
the same amino acids in one monomer that bind to ubiquitin on
the inner, concave surface of the basket are also present in the
other monomer, but on the outer, convex surface. If two baskets
are side by side, their outer surfaces complement each other
and form essentially the same binding pocket as the inner bas-
ket does. Two CUE dimers would therefore have three basket-
like pockets and be able to bind three ubiquitin molecules. The
researchers say that the existence of such a binding pattern
could allow domains like CUE to bind individual ubiquitin mole-
cules or strings of them, depending on its state—monomer or
dimer. ❍

See: G. Prag1, S. Misra1, E.A. Jones1, R. Ghirlando1, B.A.
Davies2, B.F. Horazdovsky2, and J.H. Hurley1, “Mechanism of
Ubiquitin Recognition by the CUE Domain of Vps9p,” Cell 113,
609–620 (30 May 2003).
Author affiliations: 1National Institutes of Health, 2The Mayo
Clinic Cancer Center

This study was supported in part by NIH grant number GM55301 to
B.F.H. and a predoctoral fellowship from the HHMI to B.A.D. Use of the
Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.

HO W UB I Q U I T I N TA K E S IT S CU E

Fig. 1. The CUE domain (gold) joins in pairs to form a basket-like pocket that
cups the ubiquitin protein (blue). (Image by G. Prag.)



63

PP RR OO TT EE II NN CC RR YY SS TT AA LL LL OO GG RR AA PP HH YY

TT he first three-dimensional structure of a human protein
bound to chemicals that mimic cocaine and heroin has
been determined by researchers from the University of

North Carolina in Chapel Hill and St. Jude Children’s Hospital.
The enzyme, called hCE1, cleaves apart both narcotics and
detoxifies the nerve gas sarin and similar chemical weapons.
The structure reveals that hCE1 is capable of acting on struc-
turally diverse chemicals because it has both specific and indis-
criminate binding pockets. The enzyme might be used to treat
drug overdose and defend against chemical weapon exposure.

Human carboxylesterase (hCE1, also called egasyn), which
is found in the liver and several other tissues, metabolizes for-
eign chemicals—from narcotics to clinical drugs to poisons—by
surgically removing small carbon-oxygen chemical groups. The
United States military is working to develop the protein into a
defense against chemical weapons such as sarin, soman, tabun
and VX gas. Not only does the enzyme recognize a wide range
of chemicals, it also rejects molecules with subtly different struc-
tures, called isomers. To understand how the enzyme could be
so general yet so specific, and how it could be improved, the
group crystallized mixtures of hCE1 with analogs of cocaine and
heroin, called homatropine and naloxone (Fig. 1). They solved
the resulting structures from x-ray diffraction patterns obtained at
the SER-CAT beamline 22-ID at the APS and beamline 9-1 at
the Stanford Synchrotron Radiation Laboratory.

The protein works its magic by juxtaposing a large, flexible
binding pocket to a small, rigid one. These are buried deep in the
middle of the molecule, in a gorge called the “active site.” The
small pocket prefers slender chemical linkages, making the pro-
tein selective, whereas the larger one can accommodate a vari-
ety of bulky chemical groups, making it promiscuous. The
enzyme's binding pocket is unique compared to other known
proteins that bind cocaine, so it may serve as a model for under-
standing how the drug binds to targets in the brain and other tis-
sues.

The researchers modeled the orientations of cocaine and
heroin in the enzyme's active site based on the positions of their
analogs. Cocaine would be positioned to have one of its chemi-
cal bonds dissolved by amino acids in the rigid pocket, whereas
the corresponding chemical group in one of its isomers (similar
to a mirror image of the drug) would clash with the surrounding
amino acids.The heroin analog naloxone bound to the active site
in two different orientations but preferred one orientation over the
other, which explains why hCE1 can metabolize heroin into
either of two compounds but carries out one reaction more effi-
ciently than the other. hCE1 is also responsible for creating an
especially toxic derivative of cocaine, called cocaethylene, in the
presence of alcohol. The researchers propose that ethanol in the
blood accesses the protein's active site through a side-door on
the surface of the enzyme that opens up into a secondary pore.

Two other human enzymes metabolize cocaine, but one of
these prefers the drug's mirror image isomer, and only hCE1

converts it into a compound that is easily removed from the
body in urine. A bacterial enzyme proposed to treat cocaine
overdose deteriorates rapidly in the blood and may cause an
allergic reaction, which hCE1 would be unlikely to do because
it is native to humans. The group observed that hCE1 partially
clusters into symmetric groups of six (Fig. 1) in the presence of
naloxone. Encouraging such clustering may make the purified
protein stable enough to provide days worth of protection
against chemical weapons. The researchers are now trying to
develop a more selective and efficient form of the protein. ❍

See: S. Bencharit1, C.L. Morton2, Y. Xue1, P.M. Potter2, and
M.R. Redinbo1, “Structural basis of heroin and cocaine metab-
olism by a promiscuous human drug-processing enzyme,” Nat.
Struct. Biol. 10(5), 349-366 (May 2003).
Author affiliations: 1University of North Carolina at Chapel
Hill, 2St. Jude Children’s Hospital

This research was supported by the NIH (including a Core Grant), a
Burroughs Wellcome Career Award in the Biomedical Sciences, and by
the American Lebanese Syrian Associated Charities. Use of the
Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.

HO W A PR O M I S C U O U S EN Z Y M E
RE C O G N I Z E S CO C A I N E A N D HE R O I N

Fig. 1. The “promiscuous” human drug-processing enzyme
carboxylesterase 1 (hCE1), which exists as both a three-
membered form (lower left) and a six-membered form
(upper right), catalyzes the metabolism of the dangerous
narcotics heroin (upper left) and cocaine (lower right).
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SS evere Acute Respiratory Syndrome (SARS) achieved
global notoriety as the first new epidemic of the 21st
century. Three months after this new coronavirus was

identified and characterized, the disease was declared con-
tained, but only after it had infected over 8,400 people from 30
countries and killed more than 800. SGX (Structural GenomiX,
Inc.), in collaboration with the Genome Institute of Singapore,
determined the crystal structure of the SARS-CoV main pro-
tease to 1.86 Å resolution as a first step toward developing an
antiviral therapeutic using structure-based drug discovery.

Residues 1-304 were expressed in E. coli as a fusion pro-
tein. After purification and cleavage of the fusion partner, the
protein was crystallized by hanging drop vapor diffusion.
Diffraction data were collected at the SGX-CAT beamline 31-ID
at the APS, and the structure was determined via molecular
replacement with the program EPMR at SGX, San Diego. The
structure was deposited in the Protein Data Bank with acces-
sion ID 1Q2W and was released to the public immediately.

In the SARS-CoV Mpro dimer, the chain terminus of one
molecule falls near the active site of the dimeric partner.
Geometric constraints do not allow autoproteolysis. Dimer for-
mation is, therefore, absolutely necessary for trans intradimer
cleavage of the opposing molecule from the viral polyprotein.

The natural SARS-CoV Mpro substrate is a peptide corre-
sponding to the consensus sequence immediately N-terminal
to each one of the mature viral proteins (including the protease
itself): TSAVLQ. Specificity for substrate glutamine in the P1
peptide recognition pocket and the presence of a hydrophobic
residue in the P2 pocket are features conserved in all coron-
aviruses. The glutamine sidechain in the P1 position could
make hydrogen-bonding interactions with the Phe140 carbonyl
oxygen and the His163 imidazole sidechain, both of which
occur in the P1 pocket of the enzyme. ❍

J.M. Sauder1, J.B. Bonanno1, D. Lorimer1, R. Fowler1, R.
Romero1, J. Hendle1, S. Gupta2, C.-L. Wei2, E.T. Liu2, S.K.
Burley1, T. Harris1

1Structural GenomiX, Inc., 2Genome Institute of Singapore

Relevant Literature: K. Anand, G.J. Palm, J.R. Mesters, S.G.
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Fig. 1. Top: Ribbon representation of the SARS main protease dimer.
Catalytic residues are displayed in ball and stick Bottom: Surface
representation of active site with overlaid model of the consensus
peptide.
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UU sing the BioCARS beamline 14-BM at the
APS, a group of researchers from the
University of Alberta, the Hospital for Sick

Children, the University of Toronto, and Rutgers
University have determined how changes in a pair of
proteins lead to the family of neurological disorders
that includes Tay-Sachs disease. They solved the
three-dimensional structure of one protein essential
to Tay-Sachs and modeled the structure of a second
key protein based on the first. The results help
explain why different mutations lead to different
forms of the same class of neurological disorder, and
may help in developing treatments against them.

Tay-Sachs is caused by an inherited deficiency
of the enzyme Hex A, which removes a sugar residue
from fatty molecules found in brain cells.Without it, fat
builds up in the cells and kills them in a still mysteri-
ous way. Three genes must interact to remove the
sugar properly: HEXA and HEXB, which produce the
α- and β-subunits of Hex A, respectively; and GM2A,
whose protein product, GM2A, activates Hex A.
Mutations that significantly reduce the activity of
these genes can cause one of several related disor-
ders, including Tay-Sachs and Sandhoff disease. One
in 35 Ashkenazi Jews carries the mutation that
causes Tay-Sachs, and 1 in 300 individuals in general carries it.
Understanding the structures of the proteins involved might
enable researchers to design drugs to activate or replace them.
However, researchers had, to date, only determined the struc-
ture of the GM2A protein.

The researchers solved two structural problems at once—
Hex A and the closely related Hex B. They first crystallized Hex
B, made of two β-subunits, and determined its structure by ana-
lyzing its x-ray diffraction pattern. In Hex B, which is easier to
crystallize than Hex A, two kidney-shaped β-subunits come
together so their active sites, or catalytic regions, face each
other but are offset (Fig. 1). Previous studies had indicated that
each type of Hex subunit has an active site capable of per-
forming a slightly different type of sugar removal, but that two
subunits must come together for either one to be active. To
determine how the β-subunit active site binds its substrate, the
researchers soaked a Hex B inhibitor that mimics the substrate
into the crystallized enzyme. They found that the active sites
work cooperatively because several of the amino acids that
make up each subunit’s active site come from the other subunit.
People who have mutations in these amino acids experience a
mild, chronic form of Sandhoff disease, or a variant or acute
form of Tay-Sachs, depending on which amino acid is mutated.
Soaking the crystal with a different inhibitor also confirmed that
Hex B uses a similar catalytic mechanism to related enzymes.

Next they modeled the α-subunit based on the β-subunit,
which has 60% of the same amino acids. In support of the mod-
eling approach, much of the amino acid similarity occurs in the
regions implicated in subunit joining or catalysis, suggesting

that the β-subunit binds the a in the same way it binds itself;
Hex A would probably need a similar overall shape to that of
Hex B to support the same type of subunit binding. The model
indicates that three amino acids in the α-subunit are responsi-
ble for the ability of Hex A to bind substrates with a negative
charge at one end. Biochemical studies of the enzyme’s reac-
tion rate when these amino acids are mutated support the con-
clusion. The predicted subunit interface also forms a large
groove suitable for binding the cup-shaped activator protein
Gm2A. Shape and electrostatic complementarities suggest that
the activator positions itself over the α-subunit active site. ❍

See: B.L. Mark1, D.J. Mahuran2,3, M.M. Cherney1, D. Zhao4,
S. Knapp4, and M.N.G. James1, “Crystal Structure of Human
β-Hexosaminidase B: Understanding the Molecular Basis of
Sandhoff and Tay–Sachs Disease,” J. Mol. Biol. 327,
1093–1109 (2003).
Author affiliations: 1University of Alberta, 2The Hospital for
Sick Children, 3University of Toronto, 4Rutgers University
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TH E MO L E C U L E S BE H I N D TAY-SA C H S DI S E A S E

Fig. 1. Schematic image of Hex B showing its two identical, rotationally symmetric
subunits. Small molecule inhibitors are shown as black, red, blue, and yellow
space-filling models. The enzyme active sites, which contain the inhibitors, are off-
set perpendicularly to the plane of the image.
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TT he RNA polymerase enzyme transcribes
DNA sequences (genes) into matching RNA
molecules. RNA polymerase III produces

small RNAs that aid in protein synthesis. Researchers
have now determined the three-dimensional (3-D)
structure of fragments of two proteins that recruit
yeast polymerase III to DNA. The research reveals
how these proteins assemble and bind together,
despite one of them having a seemingly loose struc-
ture. Similar structural features may exist in other
recruiting factors for RNA polymerases across the
eukaryotes, which include everything from amoeba to
humans.

Transcription factor IIIB recruits polymerase III to
a region of DNA at the beginning of every gene called
the promoter and helps separate the strands of DNA
there. It consists of three proteins: a DNA-binding pro-
tein called TBP and two connector proteins called Brf1
and Bdp1. Half of Brf1 is very similar to an analogous
protein that helps recruit RNA polymerase II, but the
other half, especially a region called homology
domain II, is more responsible for binding TBP. To
understand the structural basis of this binding, a
group of experimenters from Yale University and the
University of California, San Diego, has crystallized
Brf1's homology domain II and the key portion of TBP
bound to a short stretch of promoter DNA. They deter-
mined the complex’s 3-D structure from its x-ray dif-
fraction pattern, which was measured at the SBC-CAT
beamline 19-ID at the APS and at the National
Synchrotron Light Source beamlines X4A and X25.

The crystal structure shows the symmetric, saddle
shaped TBP wedged into the groove between strands of the
DNA double helix, straddling the molecule at an angle. Part of
Brf1 forms an elongated structure running along the convex
outer surface of TBP; the rest forms a bent helix that curls
around one of TBP's “stirrups” (Fig. 1). The researchers com-
pare Brf1's fold to that of a vine on a tree, which is markedly
different from known structures of polymerase II transcription
complexes consisting of TBP and DNA. Brf1 and TBP interact
at about 30 locations, which is three to five times more than in
the analogous polymerase II complex.

Brf1 is unusually extended along the surface of TBP, noth-
ing like the regular structural domains proteins normally fold
into. The researchers found that free Brf1 resists digestion by
protein-chewing enzymes (which is only possible if it folds into
a more compact, stable structure), and suggest that Brf1
unfolds to grasp TBP. The bent helix may form part of a DNA-
binding element, according to earlier research. Researchers
suggest its orientation probably positions it for optimal interac-
tion with DNA, Bdp1, and other polymerase III subunits.

Brf1 makes extensive contact with two regions of TBP: a
helix on the convex outer surface and a helix and stirrup region
on the side. At the first region, Brf1 extensively complements

the charge and shape of TBP, forming 17 hydrogen bonds. The
second region contains medium-strength hydrogen bonds
formed mostly between the backbones of the two proteins.
Proteins normally recognize each other through interactions
between amino acid side chains, so the second location prob-
ably helps preserve the overall shape of the complex.

Human Brf1 may bind TBP like its yeast counterpart does.
On the basis of an amino acid sequence comparison, 28 of 31
hydrogen bonds in the yeast Brf1-TBP complex would exist in
the human complex. Yeast Brf1 also has a similar sequence to
yeast TAF1, a polymerase II transcription factor (28/31 hydro-
gen bonds), and human TAF1 (24/31 hydrogen bonds). ❍

See: Z.S. Juo 1, G.A. Kassavetis 2, J. Wang 1, E.P. Geiduschek 2,
and P.B. Sigler 1(‡), “Crystal structure of a transcription factor
IIIB core interface ternary complex,” Nature 422, 534-539 (3
April 2003).
Author affiliations: 1Yale University, 2University of California,
San Diego (‡Deceased)

This work was supported in part by the Howard Hughes Medical
Institute and by the National Institutes of Health (E.P.G., P.B.S., and T.
Steitz). Use of the Advanced Photon Source was funded by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences,  under Contract No. W-31-109-Eng-38.

BI N D I N G O F TW O YE A S T TR A N S C R I P T I O N FA C T O R S

Fig. 1. Image of yeast transcription factor Brf1 (green) bound to the DNA-bind-
ing factor TBP (blue). DNA is shown in yellow and red. Brf1 helices H21-23 and
their connecting loops surround helix H2 of TBP. Helices H24 and H25 of Brf1
make contact with helix H1 and the first “stirrup” (blue loop, obscured by DNA
in red) of TBP.
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TT he three-dimensional  (3-D) structure of a protein
essential for the tuberculosis bacterium’s ability to
secrete proteins into its environment has been deter-

mined by a team of researchers using the BioCARS 14-BM and
14-ID and SBC-CAT 19-ID beamlines at the APS. The protein,
called SecA, may serve as a molecular ratchet, using energy
from the breaking of high-energy chemical bonds to physically
push other proteins out of a
pore in the bacterium's exter-
nal membrane. The research
provides a framework for
understanding the protein
secretion machinery important
for a variety of processes,
including transport of mem-
brane proteins and proteins
that make tuberculosis infec-
tious. It may also help lead to
drugs against the disease,
which kills three million people
every year.

The system for protein
secretion, or translocation, is
similar in all types of cells,
whether from bacteria or
humans. Proteins destined to
cross the cell membrane are
synthesized with an additional
section of protein at one end
that alerts the cell to their
intended fate. In bacteria, the
minimum requirements for translocation are a protein pore,
which extends through the membrane, and a membrane
enzyme that breaks down ATP, the high-energy molecule that
fuels most cellular processes. It is known that SecA binds to
other proteins destined for translocation by recognizing the
additional piece of protein. Some have proposed that it moves
a protein through the pore system by repeatedly inserting and
releasing it. A shape change caused by ATP binding would
drive the process.

To see if structural data corroborate the hypothesis, the
researchers from the Institute of Biosciences and Technology,  
Texas A&M University, the University of North Carolina, and the
Albert Einstein College of Medicine crystallized Mycobacterium
tuberculosis SecA alone and bound to ADP, the spent form of
ATP. They then analyzed its x-ray diffraction pattern, from which
they determined its structure. The protein is made of two iden-
tical subunits, each of which contains more than 900 amino
acids folded into a “motor” domain and a translocation domain
(Fig. 1). It is convex on one side and concave on the other, with
an elliptical pore running between the two sides. The
researchers believe concave surface of SecA, which contains
the translocation domain, docks with the membrane pore to
form a continuous channel through both proteins.

The group compared the structure of the ADP-bound
SecA's motor domain to the very similar domain of a protein
that unwinds DNA helices. The motor domain's structure
closely matched the “off” state of the unwinding protein (whose
mode of action researchers have modeled), implying that SecA
undergoes a similar small rotation when switching on or off.The
motor domain is composed of two parallel wheel-shaped

pieces, which would rotate
about 10° relative to one
another. The group believes
this small motion would trans-
form into a much larger motion
of the translocation domain
relative to the motor through a
hand-pump-like mechanism.
The small rotation would move
a long, bent stretch of protein
(Fig. 1) up and down like a
pump handle, which would
then twist the translocation
domain back and forth along
the direction set of the pore
axis. The group speculates
that a ratchet effect, resulting
from pore contraction or inter-
action with the membrane
channel, would keep translo-
cated proteins moving for-
ward.

The group plans to crys-
tallize the bacterium’s other

SecA protein, SecA2, which transports proteins that make
tuberculosis virulent. Comparing its structure with that of SecA
may help to better understand the disease and aid in the
design of new pharmacueticals. ❍

See: V. Sharma 1, 2, A. Arockiasamy 2, D.R. Ronning 2, C.G.
Savva2,  A. Holzenburg 2, M. Braunstein 3, W.R. Jacobs, Jr. 4,
and J.C. Sacchettini 1,2, “Crystal structure of Mycobacterium
tuberculosis SecA, a preprotein translocating ATPase,” Proc.
Nat. Acad. Sci. U.S.A. 100 (5), 2243–2248 (4 March 2003).
Author affiliations: 1Institute of Biosciences and Technology,  
2Texas A&M University, 3University of North Carolina, 4Albert
Einstein College of Medicine
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ST R U C T U R E O F A BA C T E R I A L PR O T E I N TR A N S P O R T E R

Fig. 1. SecA, made of two identical subunits, is shown here in a
schematic representation of its protein fold (ribbons) underneath a
translucent image of its molecular surface. The motor domain (purple,
gray), translocation domain (blue, yellow), and long “pump handle”
(red) surround an elliptical pore.
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TT he three-dimensional
structure of a virus
protein that plays a

key role in DNA replication has
been solved by a group of
researchers from the University
of Colorado Health Science
Center, School of Medicine;
Argonne National Laboratory;
and the Dana-Farber Cancer
Institute at  Vanderbilt Univer-
sity. Simian virus 40 produces a
protein called large tumor anti-
gen (LTag), which disrupts host
cells' anti-tumor machinery and
begins the viral DNA replication
process. Studying LTag's struc-
ture could help elucidate the
mechanism behind DNA repli-
cation in human and other cells.
The research helps explain how
LTag forms a six-membered
complex and contacts host anti-
tumor proteins and suggests
that it uses an “iris” effect to
separate DNA.

During viral DNA replication, LTag forms a double six-
membered complex around DNA, opens gaps in the two DNA
strands, and unwinds them so the replication machinery can
copy them. A protein in archaeal cells has the same function
and also seems to form a double hexamer, so the two proteins
may use a similar mechanism. Now, this group of experi-
menters have isolated the smallest LTag fragment that acts as
a DNA-unwinder (helicase) and determined its structure from
the x-ray diffraction pattern.They collected structural data at the
SBC-CAT beamline 19-ID at the APS.

Viewed from the side, six LTag proteins combine to form
two stacked tiers, a smaller one on top of a larger one, with a
central channel running from top to bottom. From the top the
hexamer looks like a six-pointed gear or star (see Fig. 1). In the
top tier, each monomer reaches over counterclockwise to touch
its neighbor. A cleft between each pair of monomers in the bot-
tom tier might provide room for an energy-dependent confor-
mational change to drive DNA remodeling.

Each monomer consists of three domains, D1-D3. A zinc
atom holds the five helices of domain D1 in place. D2 folds into
a sheet sandwiched by helices. D3 consists of two interlocked
rings composed of three and four helices, respectively.
Hydrophobic interactions between D1 domains and hydrogen
and ionic bonds between D2 domains cause adjacent
monomers to stick together. D3 domains form the triangular
points radiating outward in the bottom tier.

The position of the zinc-binding region suggested it might
be important for hexamerization. To test the idea, the group

deleted part of the region and
passed solutions of the com-
plete fragment and deletion
mutant through a gel chromato-
graph. The complete fragment
formed mostly or all hexamers,
whereas the deletion mutant
seemed to form only monomers,
supporting the hypothesis.

Researchers had previously
identified several mutations that
disrupt LTag's ability to bind the
anti-tumor protein p53. Four of
the amino acids altered in these
mutations form a patch on the
outer surface of the hexamer,
suggesting they contact p53 or
lie where LTag and p53 meet.

The central channel of
Hexameric LTag is strongly posi-
tively charged and has six simi-
larly charged, smaller channels
radiating out from it, perfect for
manipulating negatively charged
DNA. The opening in the larger

tier initially appears wide enough for just single-stranded (ss)
DNA. But the same opening in LTag crystals formed at different
pH or salt concentrations varies in width, suggesting the open-
ing can open and close. The researchers suggest the hexamer
operates like the iris (diaphragm) of a camera by flexing the
helices that connect the two tiers.

They propose two linked hexamers bind DNA along the
inner channel surface and use the iris effect to pull apart the
twin strands of DNA at two locations. LTag repeats the iris
motion again and again, extruding the strands as ssDNA loops
through side channels on opposite sides of the protein com-
plex. The hypothesis is consistent with electron microscope
images showing DNA “rabbit ears’ connected to the complex. ❍

See: D. Li 1, R. Zhao 1, W. Lilyestrom 1, D. Gai 1, R. Zhang 2, J.A.
DeCaprio 3, E. Fanning4, A. Jochimiak 2, G. Szakonyi 1, and
X.S. Chen 1, “Structure of the replicative helicase of the onco-
protein SV40 large tumor antigen,” Nature 423, 512-518 (29
May 2003).
Author affiliations: 1University of Colorado Health Science
Center, School of Medicine, 2Argonne National Laboratory,
3Dana-Farber Cancer Institute, 4Vanderbilt University
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Energy, Office of Science, Office of Basic Energy Sciences under
Contract No.W-31-109-Eng-38.

Fig. 1. Top view of the LTag hexamer showing the central channel.
Each pointed arm in the star-like shape represents one monomer.
Zinc atoms are in red.

ST R U C T U R E O F A VI R A L DNA-UN W I N D I N G PR O T E I N
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RR esearchers from the Boston
University School of Medicine and
the University of New Mexico have

determined the structure of the first high-
energy intermediate of an enzymatic reaction.
Enzymes sometimes accelerate chemical
reactions by stabilizing such states, allowing
the reaction to proceed with less energy input.
The group crystallized a mixture of an enzyme
and its substrates, capturing the enzyme in
the act of catalysis. The result provides direct
evidence of a key enzymatic strategy.

Without an enzyme around, reactions
happen by chance. Substrates must bump
into each other at just the right angle and with
enough energy to form a short-lived structure,
called a transition state, which resolves itself
into the products. Enzymes carefully orches-
trate reactions to place substrates automati-
cally in the optimal positions. To lower the
energy barrier, they stabilize the transition
state, sometimes proceeding via a high-
energy intermediate that is unique to the
enzyme-catalyzed reaction. Structural biolo-
gists perform various experimental tricks to
observe or infer the structure of intermediates
and transition states.They introduce enzyme inhibitors believed
to mimic the transition state, alter the enzyme to make the inter-
mediate build up, or, in rare cases, perform time-resolved crys-
tallography on a cold sample to extend the intermediate’s lifes-
pan. Until March 2003, however, nobody had determined the
structure of a high-energy intermediate in its natural environ-
ment.

The group chose the enzyme ß-phosphoglucomutase
(ß-PGM) to fill this gap because it crystallizes in a closed form
that traps its high-energy intermediate in place. ß -PGM can
switch the location of a phosphate group back and forth
between two positions on a glucose molecule. In the process,
it forms an intermediate state in which a phosphorous atom is
bound to five oxygen molecules—one from the enzyme, one
from glucose, and three of its own—which are arranged as the
points of a “trigonal-bipyramidal” structure (Fig. 1), reports the
group. They combined the enzyme with either of its substrates
and allowed the mixture to come to equilibrium, in which each
enzyme molecule is in either the substrate-bound ground state
or the intermediate state. By crystallizing the mixture and ana-
lyzing its x-ray diffraction pattern, they were able to reconstruct
the elusive intermediate. High-intensity x-rays from the
BioCARS beamline 14-BM at the APS allowed them to resolve
the intermediate structure. (Additional work was done at the
HHMI beamline X4A at Brookhaven National Laboratory.)

The research indicates that ß-PGM stabilizes the interme-
diate in two ways. It anchors the substrate by forcing it to bond
precisely with a magnesium ion, water molecules, and amino

acids. The anchoring prevents a large loss of entropy, which
would make the reaction unfavorable in solution. The enzyme
also forms strong bonds with the oxygen atoms at either end of
the trigonal bipyramid; otherwise they would be unstable and
likely to break away. Both kinds of interaction make the inter-
mediate more thermodynamically stable, giving the reaction a
better chance of proceeding. Researchers had suspected that
similar structures are involved in several phosphorous transfer
reactions that occur with or without enzyme catalysis but had
never observed such an intermediate. ❍

See: S.D. Lahiri 1, G. Zhang 2, D. Dunaway-Mariano, 2, and
K.N. Allen 1, “The Pentacovalent Phosphorus Intermediate of
a Phosphoryl Transfer Reaction,” Science 299, 2067-2071
(28 March 2003).
Author affiliations: 1Boston University School of Medicine,
2University of New Mexico
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carried out (in part) at the HHMI beamline X4A at the National
Synchrotron Light Source, Brookhaven National Laboratory.
Coordinates have been deposited in the Protein Data Bank (accession
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C A P T U R I N G A N EN Z Y M E’S UN S TA B L E IN T E R M E D I AT E

Fig. 1. The high-energy intermediate formed by the enzyme ß-PGM as it rearranges a
phosphate group on a glucose molecule. Five oxygen atoms (red) are oriented around
a phosphorous atom (purple) in a so-called trigonal bipyramid. The two outer atoms can
be viewed as the apices of two triangular pyramids, which share a common base in the
three middle oxygen atoms.
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MM ice expressing too much of the protein TALL-1
experience symptoms that mimic the human
autoimmune disease systemic lupus erythe-

matosus. TALL-1 seems to bind receptors in a novel way.
Studying that interaction may increase our understanding of
autoimmune disease and aid in designing drugs to counter-
act it. Researchers have now determined the crystal struc-
ture of the functional section of TALL-1 bound to the key sec-
tions of two of its receptors. Their research, carried out at the
SBC-CAT beamline 19-ID at the APS reveals why one recep-
tor binds TALL-1 instead of a closely related protein.

Mice deficient in TALL-1 (called a ligand) or its receptor
BAFF-R cannot grow mature B cells, which produce antibod-
ies. At low pH, functional TALL-1 fragments form threesomes
and fold into the same shape as other proteins in the same
family: a “jellyroll,” which looks like a bent paper clip. At high
pH, the fragments cluster together and acquire their biologi-
cal function (Fig. 1). The binding regions of BAFF-R and the
related receptor BCMA have many fewer cysteines (sulphur-
containing amino acids) than proteins of the same family do.
Such amino acids often form bonds within proteins to hold
the three-dimensional (3-D) structure in shape.The receptors
still bind TAFF-1 strongly, however, suggesting a unique bind-
ing mechanism. To test the hypothesis, researchers from the
National Jewish Medical and Research Center, Howard
Hughes Medical Institute, The University of Colorado Health
Science Center, Peking University, and Argonne National
Laboratory diffused fragments of either BCMA or BAFF-R
into crystallized TALL-1 and reconstructed their 3-D shapes
from x-ray diffraction patterns.

The overall structure resembles a sunflower, with recep-
tors as the petals and 60 TALL-1 ligands assembled into the
seedbed. Each receptor fragment consists of two domains and
folds into a saddle-like shape. BCMA has a helical section posi-
tioned like a “rider” on the saddle. BAFF-R has a lone extended
coil in place of the helix. Both structures are unique among pro-
teins of the same family.

Each saddle sits slightly askew on a “horseback”-like sur-
face formed by four loops of a TALL-1 fragment. In related pro-
teins, one elongated receptor binds the cleft formed by two lig-
ands. Both receptors bind TALL-1 through a combination of
ionic bonds and two so-called hydrophobic cores, in which non-
polar amino acid side chains cluster together. Nonpolar or
hydrophobic side chains create disorder among water mole-
cules. Proteins become more energetically stable by burying
hydrophobic side chains away from water. The major difference
between the two fragments is in BAFF-R, which distinguishes
it from typical proteins of the same family. The coil makes sev-
eral additional ionic and hydrogen bonds with TAFF-1.

Mice lacking April, the protein that most resembles TALL-1,
die as embryos. The researchers have speculated previously
that April may compete with excess TALL-1, offsetting the lat-
ter's ability to cause symptoms of autoimmune disease symp-
toms. BCMA binds April as strongly as it does TALL-1, but the

structurally similar BAFF-R does not. To figure out why, the
researchers mutated BAFF-R in several ways, removing or
altering different sections. When they mutated either of two cys-
teines in the middle of BAFF-R, the protein could suddenly bind
April strongly. The researchers conclude that one of BAFF-R’s
two natural cysteine-cysteine bonds makes the protein rigid
and unable to conform to April's shape. ❍

See: Y. Liu 1, X. Hong 1, J. Kappler 1,2,3, L. Jiang 1, R. Zhang5,
L. Xu 1, C.-H. Pan 1, W. E. Martin 1, R. C. Murphy 1, H.-B. Shu 1,4,
S. Dai 1,2, and G. Zhang 1,3, “Ligand–receptor binding
revealed by the TNF family member TALL-1,” Nature 423,
49-56 (1 May 2003).
Author affiliations: 1National Jewish Medical and Research
Center, 2Howard Hughes Medical Institute, 3University of
Colorado Health Science Center, 4Peking University, 5Argonne
National Laboratory
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Fig. 1. Crystalline structure of 60 monomers of TALL-1 (blue) complexed
with 60 monomers of eBAFF-R (orange).
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TT he antibiotic vancomycin
is often the last resort for
life-threatening infections

of the wounds or blood of hospital
patients, but bacteria are becoming
increasingly resistant to the drug. In
an early step toward developing
new antibiotics on the same model,
researchers have solved the struc-
ture of an enzyme that synthesizes
a derivative of vancomycin. Chang-
ing the enzyme’s structure on  the
basis of such information could
lead to new antibiotics.

Vancomycin consists of a short
series of amino acids, which form
the “peptide core,” with sugars pro-
jecting from it. Researchers have
found that changing the sugars on
the core can overcome bacterial
resistance, but such derivatives are
complicated to synthesize, which
has prevented drug companies
from manufacturing them. If
researchers could reprogram
enzymes that naturally produce
vancomycin and related antibiotics
to form new products, companies
could use the enzymes in develop-
ing or producing new drugs.
Researchers would need detailed
structural information about how the enzymes recognize differ-
ent substrates to enact such a scheme, however.

Add an extra sugar to a specific spot on vancomycin and
the antibiotic chloroeremomycin results. Researchers from
Michigan State University, Harvard University, and DND-CAT
have solved the structure of the bacterial enzyme that adds the
extra sugar, called GtfA. The enzyme, which swaps a sugar
from a nucleotide anchor to a vancomycin precursor, snaps
from an open to closed form when the nucleotide-sugar mole-
cule binds to it. To determine the structure, they crystallized
mixtures of the enzyme and vancomycin or its precursor DVV,
then analyzed the x-ray diffraction pattern, collected at the
SBC-CAT beamline 19-ID and the DND-CAT beamline 5-ID at
the APS.

GtfA, like related enzymes, is made of two domains, each
of which recognizes and binds a different substrate. The reac-
tion joining the two substrates takes place in a deep cleft
between the two domains (Fig. 1). A shallow pocket on the
outer surface of one domain holds the cup-shaped vancomycin
or DVV molecule, accommodating their different sugar attach-
ments by slight shifts in structure. The nucleotide-sugar mole-
cule would bind to the other domain along the cleft. Although
the sugar to be swapped was not included in the structure,

comparison with other enzymes
suggests it would project further
into the cleft. The structure
revealed two forms of the
enzyme: an open form in which
the nucleotide anchor is absent,
and a closed form with a smaller
cleft when the nucleotide anchor
is present. The result indicates
that binding of the nucleotide trig-
gers the cleft to close, allowing
the molecule to interact with both
domains. A small rotation of the
two domains about a flexible link
is responsible for the closure.

The result marks the first
direct observation of a sugar
acceptor (DVV or vancomycin)
bound to a member of this family
of enzymes and provides hints at
how different members accom-
plish their specific reactions. GtfA
seems to prefer DVV because
vancomycin's extra sugar would
interfere with cleft closure. A
structurally similar enzyme trans-
fers the same sugar to a different
spot on DVV, and the authors
suggest that variability in the
antibiotic binding site makes the
difference. How such differences

reprogram the enzyme is unclear, but swapping domains
between different enzymes could be one way to generate novel
antibiotics. ❍

See: A.M. Mulichak1, H.C. Losey2, W. Lu2, Z. Wawrzak3, C.T.
Walsh2, and R.M. Garavito1, “Structure of the TDP-epivan-
cosaminyltransferase GtfA from the chloroeremomycin biosyn-
thetic pathway,” Proc. Natl. Acad. Sci. USA 100(16), 9238–9243
(5 August 2003).
Author affiliatons: 1Michigan State University, 2Harvard
Medical School, 3DND-CAT
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IN SE A R C H O F NE W AN T I B I O T I C S

Fig. 1. The molecular surface (and underlying atoms) of the
GtfA enzyme, with the antibiotic precursor DVV (gold) bound
to the so-called active site, and TDP (red and yellow) buried
between the two protein domains.
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CC ystic fibrosis (CF) is a
life-threatening, autoso-
mal-recessive genetic

disease,  most common among
Caucasians, affecting tens of
thousands of people worldwide.
Defects in the cystic fibrosis
transmembrane conductance
regulator (CFTR) protein are the
root cause of CF. Cystic fibrosis
transmembrane conductance
regulator is a member of the ABC
transporter family of proteins that
typically conduct various ions
and small molecules through the
cell membrane and consist pri-
marily of two membrane-span-
ning domains (MSD1 and MSD2)
and two nucleotide binding
domains (NBD1 and NBD2).
CFTR acts as a chloride channel
and is important for maintaining
proper mucus viscosity in the
lungs and other vital organs.
Most frequently, CF results from
a genetically inherited deletion of
a single amino acid in NBD1:
phenylalanine at position 508 in
the protein chain referred to as
∆F508.

SGX (Structural GenomiX,
Inc.) and Cystic Fibrosis Foundation Therapeutics (CFFT), the
nonprofit drug discovery and development affiliate of the Cystic
Fibrosis Foundation, are collaborating to use x-ray crystallog-
raphy to determine the structure of CFTR with the goals of
explaining disease etiology and supporting drug discovery
efforts. At SGX, an intense effort to determine the structure of
the most important globular domain of CFTR, NBD1, has
spanned two years and involved molecular biology efforts with
cDNAs from 10 different organisms. After characterizing more
than 500 different versions of NBD1, a truncated form of
mouse CFTR containing NBD1 was crystallized. SGX, San
Diego, determined the structure of NBD1 using diffraction data
collected at the SGX-CAT beamline 31-ID at the APS (Fig. 1).

It was expected that NBD1 of CFTR would possess strong
similarities to the known structures of NBDs from other ABC
transporters. While overall similar in fold to the bacterial NBD
structures, there are significant differences that distinguish
mammalian NBDs from their bacterial counterparts. These
structural differences include an unexpected domain definition
where both the N- and C-termini of the domain are more
extended than would be predicted from sequence alone. In
addition, the protein was crystallized and analyzed in several
different liganded states including adenosine triphosphate

(ATP) bound, adenosine diphos-
phate (ADP) bound, and with no
ligand present (apo) and surpris-
ingly showed no conformation
change. ATP was found bound to
the domain, as expected, but no
hydrolysis of the nucleotide was
observed, either in the structure
or in accompanying biochemical
tests, in contrast to the known
ATPase functions of NBDs in
other ABC transporters. Residue
Phe508 falls in a surface-
exposed short loop or turn region
of the NBD1 fold. It is not appar-
ent from the structure how its
deletion would affect CFTR func-
tion. Further studies with this
important mutation will be
required.

In summary, the structure of
NBD1 from mouse CFTR has
raised many new questions relat-
ing to CFTR function and the role
of ∆F508 in the development of
CF. Ongoing and future projects
to help answer these questions
include the determination of a
structure or structures of forms of
NBD1 bearing the DF508 muta-
tion; the determination of the

structure of human NBD1 structure to support drug discovery
efforts the crystallization and structure determination of the
other nucleotide-binding domain in CFTR, NBD2; and ulti-
mately, the co-crystallization of NBD1 with NBD2 to provide a
direct look at how these two important domains may interact. ❍

See: H.A. Lewis1, S.G. Buchanan1, S.K. Burley1, K. Conners1,
M. Dickey1, M. Dorwart2, R. Fowler1, X. Gao1, W.B. Guggino3,
W.A. Hendrickson4, J.F. Hunt5, M.C. Kearins1, D. Lorimer1, P.C.
Maloney3, K.W. Post1, K.R. Rajashankar1, M.E. Rutter1, J.M.
Sauder1, S. Shriver1, P.H. Thibodeau2, P.J. Thomas2, M.
Zhang1, X. Zhao1, and S. Emtage1, “Structure of nucleotide-
binding domain 1 of the cystic fibrosis transmembrane con-
ductance regulator,” EMBO J. 23(2), 282-293 (2004).
Author affiliations: 1Structural GenomiX Inc; 2University of
Texas Southwestern Medical Center; 3The Johns Hopkins
University; 4Howard Hughes Medical Institute, Columbia
University; 5Columbia University
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A F I R S T LO O K AT T H E ST R U C T U R E O F CFTR NBD1

Fig. 1. X-ray structure of the NBD1 domain of mouse CFTR. The
protein is drawn in cartoon style, where purple cylinders repre-
sent alpha helices and yellow arrows represent beta strands.
Atoms of the ATP molecule, with coordinated magnesium ion,
are shown as spheres (lower right).
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TT he three-dimensional (3-D) structure of the sec-
ond most abundant protein in bone after collagen
has been solved by a group of researchers from

the Illinois Institute of Technology, Microstar Biotech, Inc.,
Mount Sinai Hospital, and the University of Toronto, led by
experimenters from McMaster University. Called osteocal-
cin, the protein binds to the calcium-containing mineral
hydroxyapatite and thereby helps regulate the amount of
calcium in bone. The group crystallized the protein and
used x-rays to determine its structure.The result shows that
osteocalcin’s binding site complements the crystal structure
of the mineral.

The body constantly builds up bone and tears it down.
The net balance of these two processes determines the
amount of calcium in bone and thus the overall health of the
skeletal system. Because osteocalcin plays an important
role in regulating bone growth, its blood level can serve as
a marker for skeletal health. Researchers would like to bet-
ter understand how the protein interacts with hydroxyapatite
and other molecules to aid in designing drugs to combat
osteoporosis, for example. Previous structural studies had
found that it has a globular structure made of many helices
packed together, but researchers had not ascertained its
precise mechanism of action on the molecular scale.

To determine how the protein recognizes hydroxyap-
atite, the group crystallized pig osteocalcin (all vertebrates
share a very similar form of the protein) and analyzed the
crystal’s x-ray diffraction pattern, measured at the IMCA-
CAT beamline 17-ID at the APS. Osteocalcin has a novel,
roughly pyramidal shape built from three helices. One helix
contains an elongated negatively charged region, including
three amino acids that researchers had already implicated
in hydroxyapatite binding. The negatively charged areas on
two adjacent osteocalcin molecules are capable of holding
five positively charged calcium ions in place through a net-
work of ionic bonds (Fig. 1). The researchers were sur-
prised to observe that the calcium ions have a periodic
arrangement reminiscent of a crystal lattice, so they per-
formed a computer search to identify corresponding cal-
cium arrangements in hydroxyapatite. The best match was
found in the most common surface presented by natural
and synthetic versions of the mineral. Evidence for the
structure of hydroxyapatite in bone is inconclusive but con-
sistent with the best match surface.

The group, which includes members from Microstar
Biotech, Inc., the Samuel Lunenfeld Research Institute of
Mount Sinai Hospital, the University of Toronto, and the
Illinois Institute of Technology, speculates that osteocalcin
binds hydroxyapatite in a way that is analogous to the way
antifreeze proteins recognize ice crystals and inhibit their
growth. Antifreeze proteins have different shapes that com-
plement, and thus bind specifically to, different planes of ice
crystals, allowing the protein to modify their structure. The
high complementarity between osteocalcin and hydroxyap-

atite suggests the protein may likewise directly modify crystal
growth and structure. The remaining portions of the protein
would then be well positioned to transmit signals to and from
the surrounding cellular environment. ❍

See: Q.Q. Hoang1,2, F. Sicheri3,4, A. J. Howard5, and D.S.C.
Yang1, “Bone recognition mechanism of porcine osteocalcin
from crystal structure,” Nature 425(30), 977-980 (October
2003).
Author affiliations: 1McMaster University, 2Microstar Biotech,
Inc., 3Samuel Lunenfeld Research Institute, Mount Sinai
Hospital, 4University of Toronto, 5Illinois Institute of Technology
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AN AP P E T I T E F O R APAT I T E

Fig. 1. Crystal structure of two osteocalcin molecules bound to five cal-
cium ions (purple).
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TT he most common method of determining
protein structure is to crystallize a protein
and collect its x-ray diffraction pattern, but

researchers have been able to crystallize only a few
percent of all proteins. Some have therefore turned to
another method: measuring x-ray scattering from pro-
teins in solution—without crystallizing them. The
intense power of third-generation synchrotron
sources, such as the APS, should allow researchers
to obtain high-quality structural information from scat-
tering experiments, but one of their key concerns has
been the effect of radiation damage on the observed
scattering. The results reported here indicate that
such protein damage is measurable and avoidable.

Scattering data provide less-detailed structural
information than crystallography because individual
protein molecules are oriented randomly in solution
instead of locked into the fixed, repetitive arrange-
ment of a crystal. But the technique complements
crystallography by providing information about pro-
teins that either do not crystallize or undergo large
structural changes that would be confined in a crys-
talline lattice. Researchers flash-freeze crystallized
proteins to liquid nitrogen temperatures; otherwise, x-
rays can disrupt their structure and chemistry by split-
ting important structural bonds, cleaving chemical groups from
amino acids, and even distorting the crystal geometry. But
flash-freezing causes additional experimental problems for
scattering experiments, so a group of researchers from
Argonne National Laboratory and the Illinois Institute of
Technology scattered increasing doses of x-rays off proteins in
solution to observe and quantify radiation damage at room tem-
perature.

Working at the Bio-CAT beamline 18-ID at the APS, the
group is studying the protein fold-dependence of the wide-
angle x-ray scattering (WAXS) pattern (FIg. 1). Specific peaks
within the pattern correlate with the secondary and tertiary fea-
tures formed by the amino acid residues of protein molecules
such as helices and sheets. To assess radiation damage, the
group went on to resolve medium-scale features of hemoglobin
and myoglobin, two oxygen-carrying proteins found in blood,
and cytochrome C, a metabolic enzyme. They examined each
protein by using three protocols with different exposure times.
First, samples were made to flow through a quartz capillary
such that no part of the sample was exposed longer than 100
ms, which is a typical exposure time for WAXS experiments.
Secondly, samples were oscillated slowly in a capillary during
an 8-s exposure. Third, samples remained stationary during a
0.7-s exposure. The group found that scattering from the sta-
tionary hemoglobin showed signs of protein degradation com-
pared to that of the flowing samples. Hemoglobin consists of
four protein chains, and the scattering experiments demon-

strated that these chains fall apart after repeated stationary
exposures. Myoglobin and cytochrome C showed much less
sign of breakdown, even in the stationary samples.

To demonstrate the potential of WAXS to detect structural
changes in proteins, scattering experiments were also per-
formed on hemoglobin exposed to increasing concentrations of
a denaturing salt — a salt that is known to unfold proteins. The
resulting scattering patterns showed a progressive loss of
structural features as the concentration of the salt increased.
The group concluded that WAXS experiments can (1) provide
accurate and informative data about the structure of a protein
in solution; (2) can observe changes in protein structure; and
(3) can be carried out in a way to minimize radiation damage to
the protein. ❍

See: R.F. Fischetti1,2, D.J. Rodi1, A. Mirza3, T.C. Irving3,4,
E. Kondrashkina4, and L. Makowski1, “High-resolution
wide-angle x-ray scattering of protein solutions: effect of
beam dose on protein integrity,” J. Synchrotron Rad. 10,
398–404 (2003).
Author affiliations: 1Argonne National Laboratory, 2GM/CA-
CAT, 3Illinois Institute of Technology, 4Bio-CAT

Bio-CAT is a National Institutes of Health-supported Research Center
RR-08630. Use of the Advanced Photon Source was supported by the
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Sciences, under Contract No. W-31-109-Eng-38.

CO L L E C T I N G PR O T E I N ST R U C T U R A L IN F O R M AT I O N
W I T H O U T CR Y S TA L S

Fig.1. Wide-angle x-ray scattering data from three proteins with decreasing
helical content show progressive flattening of the scattering peak at 0.1 Å-1.
Myoglobin (88% helical) is in black; serum albumin (78%) in blue; superoxide
dismutase (17%) in red.
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SS cience is beginning to understand how chemi-
cals in cells spur on and rein in a major hor-
mone receptor. The human glucocorticoid

receptor is biologists’ primary source of basic knowl-
edge about the function and mechanism of action of
nuclear receptors, which turn genes on and the off.
Now, researchers from Karo Bio company in Sweden
and Abbott Laboratories has solved the three-dimen-
sional (3-D) structure of the protein bound to drugs that
stimulate and suppress its activity. By comparing the
two, they found that the position of a short stretch of
protein determines whether the protein will be highly
active or sluggish.

Human glucocorticoid receptor (GR) waits in the
cell for the arrival of steroid hormones such as cortisol,
a stress hormone, or progestin, a reproductive hor-
mone. The receptor latches onto them and burrows
into the cell nucleus, where it activates some genes
and deactivates others. As a result, the body may
begin accumulating fat or (in women) ovulating,
depending on the hormone. Drugs and other chemi-
cals in the body can make it easier or harder for GR
and similar receptors to do their jobs. Although
researchers began studying GR before most other
nuclear receptors, whose 3-D structures are now
known, they only recently determined the structure of
one of its key pieces. The so-called ligand-binding
domain (LBD) is where the receptor grabs hormones
and recognizes other chemical signals.

The researchers decided to compare the structure
of the LBD when bound to the agonist, or stimulator,
dexamethasone and the antagonist, or suppressor, mifepris-
tone (RU-486), which counteracts the effects of progestin in a
related receptor. They crystallized two different forms of the
complete mifepristone-bound protein. Mifepristone deactivates
GR by nudging a stretch of protein called helix 12 over a cavity
the protein uses to bind a so-called co-activator protein (Fig. 1),
the group reported in the June 20, 2003 issue of the Journal of
Biological Chemistry, based on x-ray diffraction patterns
recorded at the IMCA-CAT beamline 17-ID at the APS, and
beamline ID14-4 at the European Synchrotron Radiation
Facility in Grenoble, France. In the presence of dexametha-
sone, helix 12 bends away from the cavity (Fig. 1), giving the
co-activator access to GR. Other nuclear receptors have a sim-
ilar mechanism of inhibition.

The second form of GR crystallizes in units made of sym-
metric pairs of receptors, as opposed to asymmetric groups. In
this crystal form, each protein helps antagonize the other. Helix
12 of one member of the pair extends out and covers the acti-
vating cavity of the other. The researchers say this structure is
unusual and may be an artifact of crystallization. If not, it indi-
cates that GR is quite flexible and open to antagonism in more
than one way. The group says the structural comparisons
reveal how a single protein can exert different biological func-

tions based on its contacts with stimulating and suppressing
factors. Researchers can now begin interpreting biochemical
data from an assortment of GR mutants based on these struc-
tures, they add. ❍

See: B. Kauppi1, C. Jakob2, M. Färnegårdh1, J. Yang2, H.
Ahola1, M. Alarcon1, K. Calles1, O. Engström1, J. Harlan2, S.
Muchmore2, A.-K. Ramqvist1, S. Thorell1, L. Öhman1, J. Greer2,
J.-Å. Gustafsson3, J. Carlstedt-Duke3, and M. Carlquist1, “The
Three-dimensional Structures of Antagonistic and Agonistic
Forms of the Glucocorticoid Receptor Ligand-binding Domain,”
J. Biol. Chem. 278(25), 22748-22754 (2003).
Author affiliations: 1Karo Bio AB, 2Abbott Laboratories,
3Karolinska Institute
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TO G G L I N G A NU C L E A R RE C E P T O R

Fig. 1. Comparison of GR with bound agonist (green) or antagonist (red). A
chemical group on the side of mifepristone (RU-486) displaces helix 12.
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MM any bacteria require nickel for anaero-
bic metabolism. The transcription fac-
tor NikR regulates nickel uptake in

such a way that sufficient amounts, but not too
much, of the potentially toxic metal are obtained.
NikR, a member of the ribbon-helix-helix family of
transcription factors, requires nickel to bind DNA,
and there is some evidence to suggest that the
binding of DNA changes the geometry of NikR.
Using an array of data sets, including some col-
lected at the NE-CAT 8-BM beamline at the APS,
investigators from the Massachusetts Institute of
Technology determined the crystal structures of
two forms of E. coli NikR (the full-length apo-
repressor at a resolution of 2.3 Å, and the nickel-
bound C-terminal regulatory domain at a resolution
of 1.4 Å) that establish a better understanding of
the mechanism of nickel binding.

Overexpressed full-length NikR and the C-ter-
minal regulatory domain were each purified by
nickel-affinity followed by size-exclusion chro-
matography. Cells grown in a medium supple-
mented with selenomethionine (SeMet) were used
to produce full length SeMet NikR. Crystals were
obtained by hanging-drop vapor diffusion and flash-cooled in
gaseous N2 at 100K, the temperature at which all data were
collected.

X-ray wavelengths near the N, K-edge and far from the
edge were used to determine the structure of the nickel-
bound C-domain, using multiwavelength anomalous diffrac-
tion (MAD) techniques. Several rounds of iterative manual
building and refining by using SHELXL resulted in a model
of the nickel-bound C-terminal regulatory domain of NikR.
Single-wavelength anomalous dispersion was used to cal-
culate experimental electron density maps for apo-NikR.The
C-domain tetramer and two DNA-binding domains were
then built into this map. A high-resolution native data set was
used to refine the model, which was compared to electron
density maps calculated in CNS for manual adjustment.

The basic structure of NikR proves to be a homote-
tramer: two ribbon-helix-helix DNA binding domains attached
at each end of the tetrameric C-terminal regulatory domain
(Fig. 1). Two NikR monomers intertwine at their N-termini to
each form a two-fold symmetric ribbon-helix-helix domain. A
core dimer is formed by the C-terminal regulatory domains of
two NikR monomers. Together, the dimers form a tetramer
with approximate D2 symmetry, stabilized by a hydrophobic
cluster and hydrogen bonding. At the high-affinity nickel-
binding sites at the tetramer interface, the nickel ligands
show a square-planar coordination, which may account for
the specificity of binding nickel at this site rather than other
metal ions that do not take on this geometry.

NE W CR Y S TA L ST R U C T U R E
F O R NI C K E L-R E S P O N S I V E TR A N S C R I P T I O N FA C T O R

Fig. 1. Model of Ni-NikR, highlighting the modular domain organization.  This model
was produced from structures of Apo-NikR and the isolated Ni-bound regulatory
domain.  The NikR tetramer is displayed as a ribbon diagram, colored by the NikR
monomer.  Nickel ions are displayed as cyan spheres.

Fig. 2. The high-affinity nickel-binding site in NikR.  Strictly conserved
amino-acid sidechains are shown with a ribbon diagram of the protein
backbone.  Note the square-planar coordination of a nickel ion and
the contribution to nickel binding from two NikR monomers.  The elec-
tron density map around the amino-acid sidechains is a 2Fo-Fc map
contoured at 1.2 sigma.
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The C-domain structures are similar either with and with-
out nickel, though some differences are related to the move-
ment of nickel ligands and adjacent residues (Fig. 2). NikR
exhibits a C-domain most similar to the regulatory domains of
enzymes such as phosphoglycerate dehydrogenase (PGDH),
ATP phosphoribosyltransferase (ATP-PRTase) and phenylalanine
hydroxylase (PheOH), suggesting a common mechanism for
propagating ligand-binding signals to adjacent protein domains.
Though NikR has a dimeric structure similar to other proteins in
the ribbon-helix-helix family, such as Mnt, Arc, and MetJ, it is the
only such transcriptional repressor known to be metal-responsive.

Several models for nickel-binding regulation of NikR can be
inferred from the established structures. Nickel could be used to
induce a conformational change in the protein to make it capable
of binding DNA; it could affect transcription by its role in formation
or stabilization of the NikR tetramer; or it could make an interaction
with DNA electrostatically favorable by decreasing the net negative

charge of the regulatory C-domain tetramer. All three mechanisms
may be operating in activating NikR for operator binding. ❍

See: E.R. Schreiter, M.D. Sintchak, Y. Guo, P.T. Chivers, R.T.
Sauer, and C.L. Drennan, “Crystal structure of the nickel-respon-
sive transcription factor NikR,” Nature Struct. Biol. 10(10), 794-799
(October 2003).
Author affiliation: Massachusetts Institute of Technology
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WW hy do some po-
tential drugs spe-
cifically target an

enzyme that plays a key role in
type II diabetes and obesity?

A team of researchers from
the Merck Frosst Center for
Therapeutic Research and the
Merck Research Laboratory has
solved the three-dimensional
structure of an enzyme bound to
several compounds that inhibit
its activity as much or more than
a similar enzyme. The results
may provide a framework for
designing potent and selective
drugs against diabetes and obe-
sity.

Chemical signals circulating
in the blood tell cells when to
grow, divide, etc. When a signal
reaches an individual cell, the cell often responds by turning on
enzymes that add or remove phosphorous groups from proteins
inside it, which turns those proteins on or off. Mice lacking a spe-
cific phosphorous-removing enzyme, called protein tyrosine
phosphatase 1B (PTP1B), become resistant to weight gain and
more sensitive to insulin, a hormone that tells cells to burn fuel.
In humans, researchers have observed that obese people gradu-
ally lose sensitivity to insulin and develop adult onset or type II
diabetes. Pharmaceutical companies would like to develop drugs
that turn off PTP1B in hopes of counteracting those diseases.

The group synthesized a set of compounds that inhibit
PTP1B but ran into a common problem: the compounds also
inhibit a T-cell phosphatase that is required for a healthy immune
system. With the help of existing 3D structures for the two phos-

phatases, the group designed a second set of inhibitors to take
advantage of the slightly different shape of the secondary site in
each enzyme, and indeed some of the resulting compounds pre-
fer PTP1B moderately over the T-cell phosphatase. To confirm the
validity of their approach, the group solved the structure of the
enzyme bound to members of both sets of inhibitors. They crys-
tallized a mix of enzyme and inhibitor and determined the result-
ing structure by analyzing the crystal’s x-ray diffraction pattern,
measured at the IMCA-CAT beamline 17-ID at the APS.

Each phosphatase has a shallow, elongated crevice on its
surface for binding substrates (Fig. 1A,B). Inhibitors block that
crevice, which is divided into a primary and secondary site. The
more an inhibitor occupies the secondary binding site, the more
specific it is for PTP1B. The only difference between the two sec-
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Fig. 1.  A) Surface of the substrate binding site of PTP1B. A first-generation, non-selective inhibitor
(compound 1) binds in the primary binding site, but does not reach into the secondary binding site.
B) A second-generation, more selective inhibitor (compound 2) has been overlaid onto compound
1: compound 2 reaches into and interacts with the secondary binding site. C) The moderate selec-
tivity observed for compound 2 is consistent with its proximity (3.7 Å) to the amino acid phenylalanine
(Phe 52).

A) B) C)
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ondary binding sites is that two of the amino acids lining
PTP1B's pocket—phenylalanine and alanine—are replaced by
bulkier amino acids in the T-cell phosphatase. Compounds from
the earlier, non-specific set of inhibitors fill the primary binding
site, which gives them their potency, but don't extend far
enough into the second to make contact with the amino acids
that distinguish the two phosphatases (Fig. 1A). With no way to
differentiate the two enzymes, the inhibitors bind them both with
essentially equal strength.

The group looked at three second-generation inhibitors.
The crystal structures confirm that the least specific inhibitor,
containing the smallest arm projecting into the secondary bind-
ing site, does not make contact with the key amino acids. The
other two inhibitors have arms that extend further across the
binding site and are both selective for PTP1B. The inhibitor that
gets closer to the crucial phenylalanine is also the more selec-
tive one (Fig. 1B,C).

The compounds take advantage of most of the available
binding sites for potency and selectivity, the researchers con-

clude. They suggest that possible ways to improve compound
design would be to simplify the molecules while trying to retain
the interactions with the primary binding site, which determine
potency, or anchor them better in the secondary binding site. ❍

See: G. Scapin1, S. B. Patel1, J.W. Becker1, Q. Wang2, C.
Desponts2, D. Waddleton2, K. Skorey2, W. Cromlish2, C. Bayly2,
M. Therien2, J.Y. Gauthier2, C.S. Li2, C.K. Lau2, C.
Ramachandran2, B.P. Kennedy2, and E. Asante-Appiah2 “The
Structural Basis for the Selectivity of Benzotriazole Inhibitors of
PTP1B,” Biochem. 42, 11451-11459 (2003).
Author affiliations: 1Merck Research Laboratory, 2Merck
Frosst Center for Therapeutic Research

The facilities at IMCA-CAT are supported by the companies of the
Industrial Macromolecular Crystallography Association through a con-
tract with Illinois Institute of Technology (IIT), executed through IIT's
Center for Synchrotron Radiation Research and Instrumentation.Use of
the Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.

II n the long arms race against viruses and other parasitic
bits of genetic material, plants have evolved a mecha-
nism for chopping up foreign genes called RNA silenc-

ing. Some viruses have retaliated with proteins that negate
RNA silencing, and researchers have now discovered how one
of these suppressor proteins recognizes and interacts with the
silencing signal. They solved the three-dimensional structure of
the plant virus protein and found that it acts like a tiny caliper,
measuring lengths of nucleic acid and binding preferentially to
nucleic acid of the right length. The result may give researchers
a new tool for studying RNA silencing in other organisms.

Certain viruses and other genetic “freeloaders,” seeking
only to reproduce or insert themselves into a host's genome,
spend part of their lives as a double-stranded molecule of RNA
(a variant of DNA). The host responds by chopping up these
RNA double helices into short pieces. Specialized proteins
each nab a small fragment of the diced RNA and use the frag-
ments to recognize and destroy (or silence) RNAs from molec-
ular parasites. Some plant viruses produce a protein called
p19, which researchers believe interferes with RNA silencing by
scouring up all the small RNA fragments of a specific length. To
understand how p19 recognizes those molecules, researchers
from the National Institutes of Health and the Agricultural
Biotechnology Center of Hungary, crystallized and solved the
structure of p19 from Carnation Italian Ringspot Virus (CIRV)
bound to an RNA fragment.

Based on x-ray diffraction studies performed at the SER-
CAT beamline 22-ID at the APS and additional biochemical
studies, the group concluded that p19 protein can select the

PL A N T VI R U S DE F E N D S IT S E L F W I T H TI N Y C A L I P E R

Fig. 1. Two viral p19 protein molecules (green, blue) join to
form a long groove for binding RNA fragments that would
destroy the virus if left alone.
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size class of small RNA fragment that it prefers. Two p19 mole-
cules join together to form an elongated concave surface, and
the double-stranded RNA molecule rests in this groove (Fig. 1).
The protein binds to atoms along the edge of the RNA that are
the same for every RNA molecule but does not bind to the
bases in the core of the helix, so the protein can't recognize the
specific sequence of those bases. Instead, two amino acids at
either end of the protein stick to the bases at either end of the
RNA. Replacing one or both amino acids with different ones
made CIRV less potent in plant cells, indicating that they are
needed for p19 to function properly. One could imagine that the
distance between the two amino acids determines the size of
the RNA molecule the protein will recognize, namely 21 bases.
Shorter segments wouldn't be anchored at the ends and longer
ones would kink, missing out on some of the generic bonding
along their edges. Consistent with this possibility, the group
measured the binding strength of RNAs ranging from 19 to 26
bases long and found that binding strength decreased for each
base added to or subtracted from 21.

It is known that p19 suppresses fruit fly RNA silencing and
binds short, artificial RNAs in test tubes, so the protein may be
useful as a tool in studying the silencing process in animals as
well as plants. Animals exploit a version of it to turn their own
genes off. ❍

See: J.M. Vargason1, G. Szittya2, J. Burgyán2, and T.M. Tanaka
Hall1, “Size Selective Recognition of siRNA by an RNA
Silencing Suppressor,” Cell 115, 799–811 (26 December 2003).
Author affiliations: 1National Institutes of Health, 2Agricultural
Biotechnology Center

This research supported by grants from the Hungarian Ministry of
Education (NKFP 4/023/2001) and “VIS” EU project (QLG2-CT-2002-
01673) and the intramural program of the National Institute of
Environmental Health Sciences. Use of the Advanced Photon Source
was supported by the U.S. Department of Energy, Office of Science,
Office of Basic Energy Sciences, under Contract No. W-31-109-Eng-38.
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TT he semaphorins are extracellular proteins that play
important roles in growing neurons. These molecules
provide chemical signals that guide axonal growth

cones. The process begins with the initial stages of axon out-
growth and ends with the formation of a functioning synapse.
Many parts of these signaling events, however, are not well
understood. Experimentalists from the Memorial Sloan-
Kettering Cancer Center, Brookhaven National Laboratory,
Cornell University, and Westfälische Wilhelms Universität used
data collected at the NE-CAT 8-BM beamline at the APS and
the Cornell High Energy Synchrotron Source F2 beamline to
determine the crystal structure of one form of a semaphorin,
identified the site at which it binds one of its receptors, and may
have found the site where it binds a coreceptor.They developed
a model describing how the signaling starts and suggested that
this model could also explain how signaling is initiated by other
molecules with similar structures.

Semaphorin 3A (Sema3A) is particularly interesting
because it is a potent repulsive molecule inhibiting or repelling
neurite outgrowth. It may also be important for growing blood
supplies, which makes it of interest to cancer researchers look-
ing for ways to block the growth of blood vessels around
tumors. Ultimately, the researchers want to understand the
molecular mechanisms of semaphorin-mediated signaling.

As a small part of that goal, they need to understand how
Sema3A interacts with its two coreceptors. Sema3A is unusual
in that it needs two receptors (Plexin-A1 and Neuropilin-1) in
order to function. Plexin-A1 acts as the signal-transducing unit,
but Sema3A cannot bind directly to it. Another receptor,
Neuropilin-1 (Nrp-1), brings the two together.

In order to investigate the structure of the protein, they
used the techniques of x-ray crystallography to study a func-

ST R U C T U R E O F UN U S UA L PR O T E I N PR O V I D E S IN S I G H T
I N T O DE V E LO P M E N T O F NE U R O N S

Fig 1. Structure of semaphorin Sema3A-65K contains seven propeller
blades. Starting at the N-terminal end of the protein, each of the
seven blades is assigned a color (red, orange, yellow, green, cyan,
blue, and magenta) before reaching the C-terminal end of the
molecule. 
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tional 65-kDa Sema3A form (Sema3A-65K). It contains the
entire semaphorin domain (the roughly 500 amino acids that
define semaphorins). Nikolov’s group used two-wavelength
multiple anomalous diffraction (MAD) phasing, a method that
requires changing the wavelength—a requirement that is
beyond the capability of many x-ray sources but possible using
the APS. The high-intensity source also aided the researchers
by providing a good signal from weakly diffracting crystals. The
data obtained at APS allowed them to build a semaphorin
model, which they refined at 2.8-Å resolution.

They found that the protein is shaped like an elongated
disc and measures about 60 × 70 × 45 Å. To their surprise, the
group also found that the protein folds in a propeller-like fash-
ion, a variation of the so-called beta propeller topology, in
which seven blades are arranged radially around a central axis
(Fig. 1). Interestingly, most of the blades contain a larger than
usual number of amino acids. Some of the extra secondary
structure elements are likely to have important biological func-
tions, including the four protruding loops that form the pro-
posed neuropilin-binding site.

Fig. 2. A model for semaphorin-initiated signaling.  The authors suggest
that (left) in the absence Sema3A, the Nrp-1/Plexin-A1 complex is both
stable and inactive. When Sema3a binds to the two receptors, it
releases a part of the plexin molecule that was previously bound by
Nrp-1, allowing it to adopt an active conformation. Plexin is shown in
dark blue, light blue, green, and brown. NRP-1 shown in red, orange,
and yellow. Semaphorin shown in purple, lavender, and pink.

PP RR OO TT EE II NN CC RR YY SS TT AA LL LL OO GG RR AA PP HH YY

The researchers were able to compile clues about the way
neuropilins and semaphorins interact with each other to identify
their potential binding sites. Because neuropilin binding com-
petes with semaphorin dimer formation, they surmised that the
binding spot is probably near the dimerization interface. Also,
since some semaphorins do not bind neuropilin-1, they must
lack some binding site features that are present in Sema3A. As
an additional indication that they’d found the right site, analysis
of the electrostatic potential at the molecular surface showed
that the binding sites are oppositely charged and therefore
attractive. To test their theory, they created two Sema3A-65K
variants with alterations in the proposed binding site: neither
would bind to Nrp-1.

Given the structural information and previously published
data, the researchers propose a series of molecular events that
occur at the beginning of semaphorin signaling (see Fig. 2.)  In
the absence of ligands, the plexins remain in an inactive
(autoinhibited) state. Nrp-1 interacts with the extracellular
region of Plexin-A1, stabilizing this inactive form of the mole-
cule. When Sema3A binds to the Nrp-1/PlexinA1 complex,
however, the shape of Plexin-A1 changes both outside and
inside the cell. This process releases the plexin from inaction,
allowing it to begin signaling.

This signal-initiation sequence could be similar to that of
other cell surface receptors (such as integrins and the LDL
receptor) with the same beta propeller topology.

See: A. Antipenko1, J.-P. Himanen1, K. van Leyen1, V. Nardi-
Dei1, J. Lesniak1, W. A. Barton1, K.R. Rajashankar2, M. Lu3,  C.
Hoemme4, A. W. Püschel4, and D.B. Nikolov1, “Structure of the
Semaphorin-3A Receptor Binding Module,” Neuron 39,
589–598 (14 August 2003).
Author affiliations: 1Memorial Sloan-Kettering Cancer Center,
2Brookhaven National Laboratory, 3Weill Medical College of
Cornell University, 4Westfälische Wilhelms Universität

This work was supported by the New York State Spinal Cord Injury
Research Program (D.B.N) and by DFG and Fonds der Chemischen
Industrie (A.W.P.). D.B.N. is a Bressler Scholar. Use of the Advanced
Photon Source was supported by the U.S. Department of Energy,
Office of Science, Office of Basic Energy Sciences, under Contract No.
W-31-109-Eng-38.
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XX -ray crystallography
studies to determine a
protein's structure are

notoriously limited by many pro-
teins' stubborn refusal to crystallize.
Experimentalists from the National
Institutes of Health and Columbia
University have found that combin-
ing several types of precipitants, or
chemicals that nudge molecules out
of solution, can work better than
adding just a single type. They
screened 64 precipitant mixtures
and reported that mixtures
increased the chance of crystalliza-
tion and the quality of crystals
formed.

Although researchers have
dramatically increased the number
of protein structures determined by
X-ray diffraction over the last decade, the crystallization process
is still somewhat mysterious and finicky. Precipitating agents,
used to force proteins out of solution and possibly into crystal
form, have become key ingredients. Researchers often resort to
screening a range of solution conditions when trying to crystallize
a protein, but typically treat the precipitant as a single variable,
even though precipitants come in a number of distinct flavors:
Salts make water repel oil more strongly, forcing the greasy parts
of proteins together; organic solvents prevent water from shield-
ing charged parts of proteins, allowing complementary charges
to stick; and high molecular weight polymers crowd the dissolved
molecules, forcing them to cluster together. Previous researchers
had discovered that fortuitous mixtures of precipitants sometimes
give crystals, but no one had systematically tested the effect of
precipitant mixtures on crystallization.

The group devised a 64-member screen varying along five
dimensions: pH, the presence of an additive (positive or negative
ion, detergent, etc), and the choice of three dissimilar precipi-
tants. Many combinations didn't mix, but those that did often low-
ered the concentration of protein required for precipitation.
Compared to a commercially available screen, the so-called pre-
cipitant synergy (PS) screen covered a wider and denser range
of possible precipitation conditions. They tested the two screens
on ten HIV proteins whose long flexible loops make them
extremely difficult to crystallize. Although both screens produced
the same number of initial crystals, the PS produced three times
as many crystals large and ordered enough for structural analy-
sis--six in total--based on x-ray studies on the SER-CAT 22-ID
beamline at the APS. (Several of the structures were recently
published.*) The experimental screen also crystallized three pro-
teins that the commercial screen couldn't, but failed to crystallize
two proteins the commercial screen could. Many of the commer-

cial screen's successes were from mixtures
of precipitants, though, and when the initial
crystals were optimized to find the best crys-
tallization conditions, all formed the best
crystals in precipitant mixtures.

The group also tested the PS screen on
hen egg white lysozyme, a protein studied
for over 50 years and commonly used to
evaluate screens. 29 out of 64 combinations
supported crystal growth, and one combina-
tion even produced a novel crystal structure
that hadn't been reported previously. The
crystal was built out of symmetric pairs of
protein molecules, held together electrostati-

cally by sulfate ions (Fig. 1) with adjacent pairs joined by
hydrophobic (water-excluding, non-electrostatic) interactions.The
researchers speculate that the interactions holding the crystal
together reflect the mixture of precipitants responsible for crys-
tallization. Researchers believe crystal formation may begin from
a small number of contacts. Precipitants stabilize different types
of protein interactions, which may enhance the probability of
forming specific types of contacts.

The results suggest that existing robotic technology should
be able to search through significant regions of “crystallization
space,” the sum of all possible precipitant combinations.
Pharmaceutical and biotech companies would like to assemble
as complete a library of structures of proteins in the human
genome as possible, the researchers point out, and even dou-
bling the average probability of crystallization would have a big
effect. ❍

*Huang et al. 2004 PNAS 101:2706-2711

See: S. Majeed1,2, G. Ofek1, A. Belachew2, C.-c. Huang1, T.
Zhou1, and P.D. Kwong1,2, “Enhancing Protein Crystallization
through Precipitant Synergy,” Structure 11, 1061-1070
(September 2003).
Author affiliations: 1National Institutes of Health, 2Columbia
University

These studies were supported by the National Institutes of Health. P.D.K.
was a recipient of a Burroughs Wellcome Career Development award.
Beamline X4A at the National Synchrotron Light Source, a Department of
Energy facility was supported by the Howard Hughes Medical Institute.
Use of SER-CAT at the Advanced Photon Source was supported by the
U.S. Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.

TH E MO R E,  T H E ME R R I E R:  MU LT I P L E PR E C I P I TA N T S
A R E BE T T E R TH A N ON E

Fig. 1. A never-before-seen type of egg white
lysozyme—the first new crystal lattice of
lysozyme to be reported since 1967. Pairs of
lysozyme molecules (silver, blue) are held
together by sulfate ions (red, green).
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II n most cases, electronically excited atoms decay by
emitting a single photon with an energy equal to the
excitation energy. One of the exceptions is two-photon

decay, where the electronic energy is released with the emis-
sion of two photons, the total energy of which equals that of the
excitation. Because the individual photon energies in the two-
some can vary, the emission appears as continuum radiation
below the energy of the single photon transition. Despite its
extreme rarity, two-photon decay provides a powerful window
into the details of atomic structure. Using the APS, collabora-
tors from Argonne and the Gesellschaft für Schwerionen-
forschung (GSI) in Darmstadt, Germany, have measured two-
photon emission from gold atoms and compared the results
with theoretical calculations.

Early measurements of two-photon decay in heavy atoms
were achieved by creating a K electron vacancy via photoion-
ization, but most of the previous studies of two-photon
processes in atoms relied on radioactive sources where the
K hole was produced by nuclear electron capture. While this
leads to clean results, it places a severe restriction on the
atomic elements that can be studied. The high brightness and
high photon energy x-ray beams available from third-generation
synchrotrons, such as the APS, now make it possible to pro-
duce K shell vacancies on a wider range of heavy elements.

To create the K shell holes, the Argonne/GSI team used
x-rays from BESSRC/XOR beamline 12-BM at the APS. A sil-
icon monochromator and germanium 220 crystal were
employed to select the third-order x-rays at 85.5 keV, with first-
order energy being further reduced by an aluminum filter plate.
This filtered x-ray beam was directed at a 2-mg/cm2 gold foil tar-
get at normal incidence.

Two-photon events were analyzed by means of a pair of
shielded germanium detectors arranged 90 degrees to each
other and operated in coincidence detection mode. Tantalum
shields were used to suppress cross-talk events that could be
generated when an atomic fluorescence photon from the target
is Compton scattered in one detector and detected in the other.
All decays in which a coincidence within 5 µs were recorded,
along with single photon events in order to assess the K
vacancy production rate.

The sum-energy fluorescence spectrum for gold, corrected
for random coincidences, shows two distinct peaks, correspon-
ding to two groups of lines dominated by the 3d-1s and 2s-1s
two-photon transitions, respectively (Fig. 1). The event data
were then fit to an expression for two-photon decay rate for
each of the transitions, taking into account the K hole produc-
tion rate and detector characteristics.

Although no theoretical calculations have yet been done for
two-photon decay from excited inner shell vacancies in gold, it
is worthwhile to compare the results with calculations for neutral
lower Z and hydrogen-like atoms. Experimentally, the gold (Z =
79) results appear to follow a roughly flat trend for decay rate

versus Z when added to data for other species, such as silver
(Z = 47), xenon (Z = 54), and hafnium (Z = 72). Calculations for
the neutral atoms appear to give appropriate values for the
lower Z elements but show an increasing trend not matched by
the gold data. On the other hand, a nonrelativistic calculation
for highly ionized hydrogen-like atoms exhibits the flat trend, but
the magnitude of the decay rate does not agree.

The present results show the usefulness of high-output
synchrotron sources in detecting and analyzing unusual atomic
processes, such as two-photon decay. Moreover, the results for
gold atoms dramatically highlight the need for improved atomic
calculations. By enhancing the experimental setup, especially
in reducing spurious events, it will be possible to probe the
character of the continuum spectrum and thus enable more
thorough tests of the theoretical calculations. ❍

See: R.W. Dunford1, E.P. Kanter1, B. Krässig1, S.H.
Southworth1, L. Young1, P.H. Mokler2, and Th. Stöhlker2, “Two-
photon decay in gold atoms following photoionization with syn-
chrotron radiation,” Phys. Rev. A 67, 054501-1 to 054501-4
(2003).
Author affiliations: 1Argonne National Laboratory, 2GSI

This work was supported by the Chemical Sciences, Geosciences, and
Biosciences divisions of the Office of Basic Energy Sciences, Office of
Science, U.S. Department of Energy, under Contract No. W-31-109-
Eng-38. P.H.M. and T.S. were supported by GSI and a NATO travel
grant.

RA R E TW O -PH O T O N EM I S S I O N AI D S
I N AT O M I C C A L C U L AT I O N S

Fig. 1.  Spectrum of two-photon decay events in gold atoms show-
ing peaks at 2s-1s and 3d-1s transitions.  Horizontal axis is sum
energy of the two photons.  Events are counted when measured
by coincidence detection and random coincidences have been
subtracted out.  Solid arrows show possible two-photon transitions
for atoms with single K shell vacancy, while dashed arrows indi-
cate Kα1 and Kα2 transition energies.
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AA s a by-product of numerous industries, from
wood preservatives to metal plating,
chromium is an environmental carcinogen

often found in some contaminated soils. Ideally, it can
be fixed in place through a reaction that reduces a sol-
uble form of chromium to an insoluble form. These
processes have typically been analyzed by assuming
microbial and chromium distributions are homoge-
neous within the soil. However, biogeochemical condi-
tions within soils become heterogeneous at the scale
where chemical transport is slow. This heterogeneity
occurs in soil aggregates, millimeter-scale cohesive
units comprised of many additional soil particles.
Using an x-ray microprobe and micro-x-ray absorption
near-edge structure (micro-XANES) mapping to exam-
ine soil aggregates at microscales, researchers from
Lawrence Berkeley National Laboratory, The
University of California, Berkeley, The University of
Chicago, and the University of Georgia have shown
that the heterogeneity of a complex system in nature
will affect the efficiency of the chromium reduction:
microenvironments exposed to oxygen and low in available
organic carbon are oxidizing and therefore slow chromium
reduction rates. These studies show that to understand the fate
of chromium contamination can require analyzing chemical and
microbiological distributions with microscale (micrometer to mil-
limeter) spatial resolution.

Chromium VI (Cr(VI)) is soluble and easily transported
through the environment. However, the natural soil microbial
community can transform it to chromium III (Cr(III)) both
directly, by enzymatic reduction, and indirectly, by depleting
oxygen concentrations and increasing availability of iron II
(Fe(II)), an important reductant in the soil. To analyze the effi-
ciency of the microbial activity in reducing chromium, synthetic
soil columns were examined, as were natural soil aggregates
(both used Altamont clay, from Altamont Pass in Alameda
County, CA). For the synthetic soil columns, the clay was
homogenized and repacked into columns. The natural aggre-
gates were simply collected as-is from the soil, in roughly
spherical shapes, 90 to 150 mm across. Both columns and
aggregates were permeated with a solution of Cr(VI) before fix-
ing the aggregates by freezing, freeze-drying, and encasing in
resin. (Half of the aggregates were fixed immediately after
being exposed to the chromium; the other half were fixed 28
days later in order to study the soil after a month of microbial
activity.)

The samples were mapped to obtain profiles of their
chromium distributions. The synthetic columns were mapped
over the course of a month by using x-ray microprobe and
micro-x-ray absorption near edge structure techniques at the
GSECARS beamline 13-ID at the APS. The natural aggregates
were examined at Beamline X26A of the National Synchrotron

Light Source, Brookhaven National Laboratory. Chromium
reduction efficiency depended on the level of organic carbon
available to the sample.Those samples that were enriched with
carbon supported higher microbial activity and consequently
very active reduction—organic carbon-rich, microbially active
soils showed all the Cr(VI) reduced and immobilized as Cr(III).
The distribution of oxygen had an effect as well, as oxygen
inhibits chromium reduction. The maps showed that there was
only Cr(III) on the inside of the samples with greater reduction,
while only Cr(VI) was seen in the surface region, to depths of
about a millimeter. The delineation between the two areas—a
thin band where both types of chromium were present—was
sharp, no greater than 0.2 mm in more microbially active soils.
Such distributions of the two types of chromium could be seen
within the first few days of the soil's first contact with the
chromium solution; they were firmly established by the end of
a month (Fig. 1). The heterogeneous nature of chemical and
microbial composition of soil, therefore, has an obvious effect
on immobilizing chromium that cannot be analyzed properly
simply by averaging across the bulk samples.

The natural and synthetic samples showed surprisingly
similar results, suggesting that synthetic columns are an effec-
tive laboratory tool, providing a good model for the natural sys-
tem. Columns are useful since the window along the side of the
container allows one to analyze the soil over time as the
microbes are working, which cannot be done with natural
aggregates.

Bulk analysis of contaminated soil systems — as well as
any other samples — would simply show a mixture of Cr(VI)
and Cr(III). This study shows, however, that this is not due sim-

DI S T R I B U T I O N O F CH R O M I U M CO N TA M I N AT I O N
A N D MI C R O B I A L AC T I V I T Y I N SO I L AG G R E G AT E S

Fig. 1. Chromium distribution in a quarter-section slice through a natural soil
aggregate, 31 days after exposure. Chromium occurs primarily as Cr(VI)
along the exterior , and primarily as Cr(III) at the diffusion-reduction front.
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ply to lack of complete reduction, but rather that the chromium
is distributed in sharply differentiated areas, depending on
microbial and chemical composition of the soil, thus still provid-
ing distinct areas of insoluble and immobilized Cr(III) and the
more toxic Cr(VI). ❍

See: T.K. Tokunaga1, J. Wan1, T.C. Hazen1, E. Schwartz2,
M.K. Firestone2, S.R. Sutton3, M. Newville3, K.R. Olson1,
A. Lanzirotti3, and W. Rao4, “Distribution of Chromium
Contamination and Microbial Activity in Soil Aggregates,” J.
Environ. Qual. 32, 541-549 (March-April 2003).
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UU nderstanding the composition of the Earth’s core is
one of the main challenges facing geophysicists
today. From geochemical and planetary formation

models it is believed that the main constituent of the core is an
iron alloy with about 5% nickel by weight. Yet the density of the
Earth’s outer core is 10% lighter than pure iron at core temper-
atures and pressures. In addition, the velocity of sound waves
in the outer core is 3% higher than in iron alone. These dis-
crepancies are consistent with the presence of other chemical
elements in the core structure. It is essential, therefore, that the
effects of alloying on the physical properties or iron be meas-
ured in order to gather an accurate picture of the deepest parts
of our planet. Recently, researchers from the Carnegie
Institution of Washington, Argonne National Laboratory, and
Academia Sinica in Taiwan used inelastic x-ray scattering (IXS)
at the APS to measure the physical properties of iron-nickel
and iron-silicon alloys at pressures comparable to Earth’s core.

Among the elements that could be alloyed with iron in the
core besides nickel, silicon stands out as a prime candidate light
element. Other light elements, such as sulfur and oxygen, do not
form solid solutions with iron in the relevant pressure and tem-
perature ranges. Silicon, on the other hand, easily combines
with iron to form alloys. To observe the effects of nickel and sili-
con on iron alloys, the researchers used nuclear resonant
inelastic x-ray scattering (NRIXS) to measure the phonon den-
sity of states under high pressure. From the density of states, the
velocity of sound waves—an important geophysical parameter
directly measured by seismic wave study—can be derived.

Iron-57 was used in the creation of the test samples to
single out the resonant x-ray absorption line for NRIXS.
Samples of Fe-Ni were synthesized by reducing the starting
elements in a hydrogen atmosphere at high temperature, fol-
lowed by melting and annealing; the Fe-Si alloy samples were
synthesized by arc melting. To conduct the measurements,
alloy specimens together with a few ruby chips (an internal
pressure calibrant) were placed in a hole drilled into a beryl-
lium gasket which was put into a diamond anvil cell. The
NRIXS measurements were carried out at X-ray Operations
and Research beamline 3-ID at the APS in collaboration with
staff from HP-CAT (APS sector 16).

Density-of-states profiles were calculated from the spectra
at pressures up to 106 GPa for the iron-nickel alloy and up to
70 GPa for the iron-silicon alloy. To extract sound velocities, a
parabolic fit was made to the low energy slope of the density of
states curve. This yields a good approximation to the bulk
Debye sound velocity of the samples containing iron-57. A cor-
rection factor was applied to obtain the sound velocities for the
natural isotopic abundance. Aggregate compressional and
shear velocities were then calculated with previously obtained
equations of state for iron-rich nickel and silicon alloys as a
function of density.

The results indicate that adding nickel to iron slightly low-
ers the compressional and shear velocities, whereas addition
of silicon raises them, which is consistent with silicon being a
major light element in the Earth’s core.The results also indicate
the importance of applying in situ x-ray microanalysis of this
kind to geophysical problems, an application made feasible by
the high brightness of third-generation synchrotron facilities
such as the APS. The researchers have launched new experi-
ments to understand the sound velocities and physical proper-
ties of iron and its alloys under extremely high pressures and
temperatures by combining the NRIXS with the laser-heated
diamond anvil cell technique. These state-of-the-art experi-
ments will enable us to better understand geophysical and geo-
chemical models of our planet’s deepest part. ❍

See: J.-F. Lin1, V.V. Struzhkin1, W. Sturhahn2, E. Huang3,
J. Zhao2, M.Y Hu4, E.E. Alp2, H.-k. Mao1, N. Boctor1, and R.J.
Hemley1, “Sound velocities of iron-nickel and iron-silicon alloys
at high pressures,” Geophys. Res. Lett. 30(21), 2112 (2003).
Author affiliations: 1Carnegie Institution of Washington,
2Argonne National Laboratory, 3Academia Sinica, 4HP-CAT
and  the Carnegie Institution of Washington
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(CDAC), NSF, and the W. M. Keck Foundation. Use of the Advanced
Photon Source supported by the U.S. DOE, Office of Science, Office of
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AA deeper understanding the rheology of the Earth’s
mantle is important for understanding mantle con-
vection and seismic anisotropy, but these studies

are difficult to carry out in a laboratory setting due to the
intense pressures needed. In addition, there are no good
analogs for the minerals in question. Recent advances have
been made, however, by using diamond anvils to put minerals
under extreme pressures while performing x-ray diffraction.
These methods have here been further improved by analyzing
samples of polycrystalline MgO, commonly known as peri-
clase. The data, collected by a group of researchers from École
normale supérieure de Lyon, the Carnegie Institute of
Washington, The University of California, Berkeley, and The
University of Chicago, show the feasibility of analyzing elastic
moduli, shear strength, and deformation mechanisms under
pressures relevant to the Earth’s lower mantle.

MgO was used in the samples because it is a common
mineral, accounting for some 20% of the Earth’s lower mantle.
The MgO was ground down to particle sizes of about 1 µm and
then pressed into platelets between two large diamonds. To
pressurize the samples, a diamond anvil cell with a 300-µm-
diameter tip was used, with a 65-µm hole drilled into the gas-
ket to form a chamber for the sample. The chamber was filled
with a layer of MgO powder, then a platelet of iron, then another
platelet of MgO. Diffraction experiments were conducted by
using angle-dispersive synchrotron x-ray diffraction at the
GSECARS beamline 13-ID at the APS.

Samples were compressed from ambient pressure up to
47 GPa, at room temperature. As the pressure increased, the
macroscopic deformation of the sample could be seen. The uni-
axial stress component increased sharply from 0 to 7 GPa as
the sample was raised from ambient pressure to 10 GPa. Above

10 GPa, the uniaxial stress component remained
approximately constant at 8 GPa. For one set of
samples in which the iron was not evenly placed,
the uniaxial stress component then decreased as
the iron underwent a phase transition at 12 GPa.
The elastic moduli that were deduced were largely
consistent with those derived from Brillouin spec-
troscopy. We observed progressive development
of a sharp texture in the samples above 1.90 GPa,
from which the calculated preferred lattice orienta-
tions were calculated and the active deformation
mechanisms in the experiment were deduced.

In the context of the Earth’s mantle itself, the
data suggested that the single-crystal elastic
anisotropy tends to decrease with pressure—
although this effect is also countered by competing
effects from increases in temperature. As such, the
anisotropy factor decreases from 0.115 at 670-km
depth to 0.050 at 1050-km depth, and then

increases again to 0.180 at 1660-km depth. Results also suggest
that polycrystalline MgO deforms by slip along the {110} system
in cold compression up to the pressures found in the lower man-
tle.

While further study needs to be done on MgO to under-
stand its behavior in the planet's interior, these raw results were
in good agreement with results employing other techniques,
which gives confidence that diamond anvil cells are an efficient
way to analyze elasticity, strength, and deformation mecha-
nisms in materials at extreme pressures. This is one of the first
demonstrations that measurements of deformation mecha-
nisms can be successfully done at pressures above 10 GPa.
The transparency and immense pressure capabilities of the
diamond anvil cells has opened new doors for studying miner-
als in situ, allowing for more realistic geodynamic models. ❍

See: S. Merkel 1,2, H.R. Wenk3, J. Shu 2, G. Shen4, P. Gillet 1, H.-
k. Mao 2, and R.J. Hemley 2, “Deformation of polycrystalline
MgO at pressures of the lower mantle,” J. Geophys. Res.
107(B11), 2271, 3-1 to 3-17 (2002).
Author affiliations: 1École normale supérieure de Lyon,
2Carnegie Institute of Washington, 3University of California,
Berkeley, 4GSECARS, the university of Chicago
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ME A S U R I N G DE F O R M AT I O N ME C H A N I S M S
AT PR E S S U R E S O F T H E LO W E R MA N T L E

Fig. 1. Experimental inverse pole figures illustrating the development of  lattice-pre-
ferred orientations in MgO over increasing pressures. 
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MM easuring the velocity of sound through natural and
fabricated compounds can reveal the composition
and structure of materials at unprecedented detail.

The challenge is to develop a method that can be used to deter-
mine sound velocity in condensed matter having a diverse struc-
ture. To overcome that challenge, researchers from the
Carnegie Institution of Washington, Argonne National
Laboratory, the University of Connecticut, and Northern Illinois
University have applied nuclear resonant inelastic x-ray scatter-
ing — or NRIXS — at the XOR beamline 3-ID of the APS. Using
NRIXS, they have successfully measured the velocity of sound
in samples that represent both crystalline and noncrystalline
materials [1]. Now that this method has been demonstrated suc-
cessfully, researchers expect that it could significantly acceler-
ate developments in high-pressure research and yield benefits
in geophysics and other fields, like nanoscience.

NRIXS is used to study lattice dynamics of materials by
means of low-energy nuclear resonances. Signals from nuclear
resonance absorption are specific to the resonant isotope.
Because the probe nuclei “see” the phonon excitation spectrum,
researchers can extract the partial vibrational frequency distri-
bution, which is a function often referred to as the partial phonon

density of states (PDOS). NRIXS has been applied to diverse
materials, including thin films and multilayers, nanoparticles,
crystals with impurities, organic molecules, proteins, samples
under high pressures, and geophysical samples. Most of these
samples are compounds, and while the obtained PDOS gives
only part of the lattice dynamics, the low-energy portion of the
PDOS provides the Debye sound velocity of the whole sample.

In studies at the APS, researchers showed that, because
of universal features of acoustic modes of harmonic solids, the
low-energy portion of the PDOS is related to the Debye sound
velocity. Specifically, they used NRIXS to measure the PDOS of
a variety of samples. By averaging the PDOS of the samples,
which were obtained from measured data from the PDOS in the
region from 0 to 5 meV, researchers extracted numerical values
for the velocities of sound (Fig.1). The results from NRIXS
measurements of iron and palladium were within the range of
sound velocities that were obtained by other means. But for
hematite, the mean sound velocity, or vD, obtained by using
NRXIS was lower than that obtained from measured elastic
constants. One explanation for this difference may be that at the
high frequencies used to derive sound velocity, phonon disper-
sion may be nonlinear, which could result in a lower vD.

Improving energy resolution could make smaller phonon
energies accessible, which would potentially provide a better
measure of sound velocity. The technique is currently appli-
cable to specific isotopes of Kr, Fe, Eu, Sn, and Dy, which
can be present as an essential ingredient or doped as an
impurity.

NRXIS is now poised to open new doors of scientific
inquiry. Given its effectiveness—even for very low concentra-
tions of nuclear resonant isotope — additional refinements
are certain to lead to key developments in physical science.
Not only does probing nuclei provide information about the
host lattice, but strategically placing resonant nuclei in artifi-
cial structures may provide insight into local atomic motion,
which at low energies is thought to influence the electronic
noise in nanostructure devices. The NRIXS method is also
promising in that it can complement other methods—or even
replace established methods that are becoming too difficult
to use. ❍

Reference
[1] See below.

See: M.Y. Hu1, W. Sturhahn2, T.S. Toellner2, P.D. Mannheim3,
D.E. Brown4, J. Zhao2, and E.E. Alp2, “Measuring velocity of
sound with nuclear resonant inelastic x-ray scattering,”
Phys. Rev. B 67, 094304-1 to 094304-5 (2003).
Author affiliations: 1HP-CAT and Carnegie Institution of
Washington, 2Argonne National Laboratory, 3University of
Connecticut, 4Northern Illinois University

Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Basic Energy Sciences,
under Contract No. W-31-109-Eng-38.

ME A S U R I N G T H E VE LO C I T Y O F SO U N D I N DI V E R S E MAT E R I A L S

Fig. 1. Sound velocity can be derived from the low-energy part of the
phonon densities of states. The quadratic behavior of the DOS in this
region is usually a good approximation, which is demonstrated in the
replot in the above figure.
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WW ith the advent of new growth methods, synthetic
diamond has increasingly become an important
technological material. As a result, a better

understanding of the influence of impurities on the physical and
chemical properties of diamond is essential. Impurities in natu-
ral diamond are of equal interest, because they can provide a
record of gem growth and past environmental conditions.
Among known impurities, metal atoms such as iron, nickel, and
cobalt are the most common in synthetic diamonds. Over the
past few decades, several experimental techniques have been
brought to bear on the problem; however, these previous stud-
ies left unsettled questions owing to the limited capabilities of
the experimental techniques used. Recently, a team of
researchers from the Carnegie Institution of Washington, The
University of Chicago, and Miami University used synchrotron
x-ray fluorescence and absorption spectroscopy to study the
behavior of iron and nickel impurities in synthetic diamond.

Commercial methods of diamond synthesis usually involve
a high-pressure high-temperature (HPHT) process that
employs iron and nickel as catalysts; hence their appearance
as impurities in the finished material. Study of these impurities
has been hampered by difficulties in preparing suitable sam-
ples. Because of the extreme hardness of diamond, creating a
standard thin section of this material is problematic, and the
necessary machining often causes high heat, which may alter
the nature and distribution of metal impurities. In current work,
GSECARS and HP-CAT researchers used the x-ray micro-

probe facility at GSECARS
sector 13 at the APS to ana-
lyze impurities in as-grown
synthetic HPHT diamond
without the complications of
post-synthesis processing.

Diamond samples were
selected from a commercial
grit product of the General
Electric Company. The grit
was synthesized with iron
and nickel catalysts under
HPHT conditions, generally
in the range from 1200˚C to
2000˚C and 5 to 7 GPa. Three crystals, each approximately
700 µm in diameter, were chosen for the study. X-ray fluores-
cence (XRF), x-ray tomography, and x-ray absorption near-
edge structure (XANES) were used to analyze the diamond
samples at 13-ID-C. In the XRF work, an incident beam energy
of 8.6 keV was used, and Ka fluorescence lines from iron and
nickel were collected with a multielement, energy-dispersive
germanium detector. XANES scans were taken from 7040 to
7260 eV across the Fe K edge.

The XRF analysis showed a dramatic difference in the
behavior of the iron and nickel impurities. The intensity pattern
of the nickel Ka line indicates a dispersed distribution of nickel
varying by sector throughout the sample, whereas the iron fluo-
rescence shows sharp peaks as a function of position, consis-
tent with aggregates or clusters of iron with no sector zoning
(Fig. 1). The sector zoning of nickel is also clearly observed in
the virtual slices reconstructed from the set of angular depend-
ent line-scans (Fig. 2). In addition, it is possible from the XANES
data to measure the oxidation state of the iron impurities in the
diamond samples. Comparison with known iron compounds
indicates that the iron in diamond has a valence of +2 in an
octahedral coordination with FeO bonding.

Detailed atomic impurity studies such as these are made
possible by the high brightness of the third-generation syn-
chrotrons such as the APS, and by the energy and spatial res-
olutions of the spectroscopic instruments available at the GSE-
CARS sector 13 at the APS. This advanced capability should
be of special interest for future studies in a wide range of
research fields, including geoscience, environmental science,
gemology, materials science, and physical chemistry. ❍

α
α

MA P P I N G IM P U R I T I E S I N SY N T H E T I C DI A M O N D

Fig. 1. XRF intensity of iron and nickel as a function of sample
position. Top: Line scan with incident x-ray beam moved from a
{111} sector to an adjacent {111} sector. Bottom: Line scan with
beam moved across the boundary between a {111} sector and
the adjacent {100} sector.

Fig. 2. Transmission and fluores-
cence tomograms. From the trans-
mission data, the density of dia-
mond (top) displays the orientation
of the analyzed horizontal plane
with four {111} faces and two {100}
faces. Reconstructed iron and
nickel fluorescence virtual slices are
shown as labeled.
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See: Y. Meng1, M. Newville2, S. Sutton2, J. Rakovan3, and H.-k.
Mao1, “Fe and Ni impurities in synthetic diamond,” Am. Mineral.
88, 1555-1559 (2003).
Author affiliations: 1HP-CAT and Carnegie Institution of
Washington, 2GSECARS, The University of Chicago 3The
University of Chicago

This work was supported byNSF, DOE, EAR-9814691, and the W.M.
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Division) and by DOE (Geosciences Program). Use of the Advanced
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W-31-109-Eng-38.

II n materials science and geophysics, it is essential to
understand how elements undergo the transition
between solid and liquid phases at high pressures. For

example, an accurate picture of materials performance under
extreme conditions and detailed models of planetary interiors
both depend on this knowledge. The element tantalum is espe-
cially interesting in this regard because it has one of the high-
est melting points at ambient pressure of any metal. At ambient
temperatures, tantalum remains in a stable body-centered
cubic (bcc) structure up to extremely high pressures. Tantalum
therefore is a valuable test case for studying how materials
melt. Despite a large number of experimental and theoretical
efforts, however, agreement on the melting behavior of tanta-
lum at high pressure has been elusive. Recently, researchers
from the Carnegie Institution of Washington and the University
of Valencia (Spain) have used the facilities of HP-CAT (sector
16) at the APS to obtain the phase diagram of tantalum at high
pressure and temperature.

A number of previous experimental studies were carried
out with the use of shock-wave measurements and laser-
heated diamond anvil cells (DACs). Likewise, theoretical stud-
ies attempted to predict the melting curve of various materials.
Unfortunately, substantial variation exists in the results of these
earlier efforts, owing to the use of different experimental and
theoretical techniques. Using the APS synchrotron and a laser-
heated DAC, the researchers in the present study have gath-
ered comprehensive melting data on tantalum over a wide
range of pressures.

Commercial tantalum powder was used in the experi-
ments. It was loaded into the pressure cell with sodium chloride
as the pressure-transmitting and thermally insulating medium.
Fluorescence from a ruby chip and the shifts in the sodium
chloride x-ray diffraction lines were used to determine the cell
pressure. The samples were heated on both sides of the cell by
means of two infrared Nd:YLF lasers, and the temperature dis-
tribution was measured by spectroscopic imaging of the ther-
mal radiation from the hot cell. X-ray diffraction measurements
of the samples in this cell were made at the HP-CAT beamline
16-ID-B. The beam was filtered with a double-crystal mono-
chromator to a wavelength of 0.3738 Å having an energy reso-
lution of 10-3. Diffraction patterns were recorded with a charge
coupled device array and corrected for distortion.

The research team successfully performed experiments at
pressures up to 52 GPa and temperatures as high as 3800K.
Pressure-temperature data were obtained by compressing the
samples to a desired pressure and then heating them. The

 

PH A S E DI A G R A M O F TA N TA LU M AT HI G H PR E S S U R E

Fig. 1.  X-ray diffraction patterns (λ = 0.3738 Å) in a tantalum
sample at different temperatures around 8 GPa. P and T are
indicated in the figure, and the diffraction peaks are identi-
fied. Stars depict the broad scattering characteristic of the
onset of melting. The inset shows a hot tantalum sample
from which the 8.65 GPa,  3230K pattern was measured.

melting point was ascertained by the disappearance of the tan-
talum diffraction lines (Fig. 1) and the appearance of a diffuse
broad scattering for nine different pressure values. Thermally
induced pressure changes were estimated by the shifts in the
NaCl diffraction lines. The P-T measurements (Fig. 2) agree
well with earlier DAC experiments but differ with previous
observations performed with a piston-cylinder pressure cham-
ber. Moreover, the present results do not follow an empirical
Lindemann relation but rather can be understood with the help

EE NN VV II RR OO NN MM EE NN TT AA LL,,   GGEE OO LL OO GG II CC AA LL,,   &&   PPLL AA NN EE TT AA RR YY SS CC II EE NN CC EE



89

of a vacancy generation model of melting. From these meas-
urements, a pressure-volume-temperature (P-V-T) equation of
state for tantalum was obtained.

These results indicate the importance of microstructural
analysis and careful temperature mapping in obtaining accu-
rate P-T data at high temperatures and pressures. In part, this
type of measurement is made possible by the high brightness
and precise energy resolution available at the APS. Currently,
research in this area concentrates on extending the studies on
Ta and other bcc transition metals (e.g., Mo and W) to the
megabar (100 GPa) pressure range searching for the existence
of a predicted unknown high P-T phase. ❍

See: D. Errandonea1,2, M. Somayazulu1, D. Häusermann1, and
H. K. Mao3, “Melting of tantalum at high pressure determined
by angle dispersive x-ray diffraction in a double-sided laser-
heated diamond-anvil cell,” J. Phys. Condens. Matter 15(45),
7635-7649 (2003).
Author affiliations: 1HP-CAT/Carnegie Institution of
Washington, 2Universitat de València, 3Carnegie Institution of
Washington

This work was supported by the NSF, the DOE, and the W M Keck
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Spain and the Universitat of València through the ‘Ramón y Cajal’ pro-
gram for young scientists. Use of the Advanced Photon Source was
supported by the U.S. Department of Energy, Office of Science, Office
of Basic Energy Sciences, under Contract No. W-31-109-Eng-38.
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Fig. 2.  P-T phase diagram of tantalum. Present synchrotron data
(open circles) and previous data (solid circles and squares) are
shown together with theoretical estimations. The dashed and
dotted lines are fits to the experimental data. The solid line is the
melting calculated by Errandonea et al. by assuming a
vacancy-mediated melting model.
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GE T T I N G T H E LE A D O U T:  SO R P T I O N V S .  B I O M I N E R A L I Z AT I O N
I N B.  C E PA C I A BI O F I L M S

LL ead is one of the most common toxic heavy metals
found in contaminated soil sites, but it can be fixed
in place through sorption to metal oxide surfaces, as

well as through biomineralization because of the microbial
community. Using x-ray spectroscopy methods, researchers
from Stanford University, The University of Chicago; Pacific
Northwest National Laboratory, and the Stanford Synchrotron
Radiation Laboratory studied biofilms of Burkholderia cepacia,
a ubiquitous bacteria, to examine its mode of Pb (II) uptake —
important information because the chemical form of Pb in the
soil affects its solubility, bioavailability, and toxicity. For exam-
ple, Pb that has been biomineralized will be more firmly fixed in
place than that which is solely sorbed, since environmental
changes, such as changes in pH, can lead sorbed metals to be
re-released into the soil. These studies showed that biominer-
alization accounts for 90% of the total Pb immobilization below
pH 4.5, but only 45-60% at near-neutral PH.

Several kinds of samples were studied, both suspensions
and biofilms. The B. cepacia suspensions were introduced to
Pb solutions at various pH levels, while a single-celled layer of

B. cepacia on a substrate of α-Al2O3 (commonly known as sap-
phire) was grown for the biofilms. In addition to being a well-
understood material, aluminum oxides are often found in con-
taminated soil and are highly reactive with heavy metals, mak-
ing them an integral component of remediation. Researchers
then either immersed the biofilm directly into a solution con-
taining Pb or submitted the film to five minutes of x-rays to stop
metabolic activity, and then introduced the Pb solution. The
biofilms underwent x-ray fluorescence mapping at the GSE-
CARS beamline 13-ID at the APS. X-ray absorption fine struc-
ture experiments were done on both the biofilms and the sus-
pensions at the Stanford Synchrotron Radiation Laboratory.

Mapping of the biofilms that were x-ray treated showed a
fairly homogeneous distribution of Pb uptake across the sam-
ple. The biofilms that had been allowed to retain metabolic
activity, however, showed variations of up to an order of mag-
nitude, with larger amounts of Pb collecting at various
“hotspots” within the microcolonies (Fig. 1.).

Turning to the suspensions in order to better understand
what was happening with the biofilms, x-ray absorption fine
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structure (EXAFS) data showed that levels of adsorption and
precipitation depend on pH. At low pH values, e.g., pH 4, the
EXAFS spectra matched those of the lead phosphate mineral
pyromorphite (Pb5(PO4)3(OH)), suggesting that the uptake is
due to the formation of a precipitated form of Pb that is, at the
very least, similar to pyromorphite. Subsequent transmission
electron microscopy data showed that there was, indeed, pyro-
morphite present in the outer membrane of the B. cepacia. At
low pH, the formation of pyromorphite accounts for 90% of the
total Pb uptake. At higher pH, e.g., pH 6, however, there is a
mixture of sorbed Pb (42%) and biomineralized Pb (58%).

It is therefore hypothesized that similar adsorption and pre-
cipitation rates occurred within the biofilms. The films in which
metabolic activity had ceased led solely to sorbed Pb, which
was distributed evenly across the plate. In the remaining films,
however, the “hotspots” were areas in which cells were sub-
stantially more biomineralized. These cells actively produce
pyromorphite, incorporating the soluble form of Pb(II) as they
do so, thus fixing it into place.

In the field, various characteristics affect the immobiliza-
tion of toxic heavy metals. Different pHs, for one, affect sorption
rates for different metals, and environmental chemists would
like to predict which materials will provide the major repository
for Pb at any given pH. This study shows that Pb binds to bac-

Fig. 1. Optical image and coupled Pb LIII x-ray fluorescence map (5 x 5-µm spot size) for a B. cepacia biofilm on α-Al2O3 incubated
with 60-µm Pb(NO3)2 at pH 6. The false color scale from blue (300-cps Pb FY) to white (3000-cps Pb FY) shows the formation of Pb
“hot-spots” in the biofilms.  These hot-spots have been identified as Pb-phosphates (e.g., pyromorphite) forming on the bacterial
cell surfaces from TEM images (right) and GI-EXAFS spectra (data not shown).

terial surfaces to a much greater extent at higher pH — and that
such binding is all the more potent since it is through biominer-
alization, in addition to sorption. ❍

See: A.S. Templeton1, T.P. Trainor1,2, A.M. Spormann1,
M. Newville2, S.R. Sutton2, A. Dohnalkova3, Y. Gorby3,
and G.E. Brown, Jr.1,4, “Sorption versus Biomineraliza-
tion of Pb(II) within Burkholderia cepacia Biofilms,”
Environ. Sci. Technol. 37, 300-307 (2003).
Author affiliations: 1Stanford University, 2GSECARS, The
University of Chicago 3Pacific Northwest National Laboratory,
4Stanford Synchrotron Radiation Laboratory

This work was supported by National Science Foundation (NSF) grants
NSF-EAR-9905755 and NSF-CHE-0089215 and by the Eugene
Holman Stanford Graduate Fellowship (A.S.T.). SSRL and the W.R.
Wiley Environmental Molecular Sciences Laboratory (PNNL) are
funded by the U.S. Department of Energy (Offices of Basic Energy
Sciences and Biological and Environmental Research). SSRL is also
funded by the National Institutes of Health. GSECARS is funded by the
NSF (Earth Sciences Division) and by DOE (Geosciences Program).
Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.
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XX -ray crystallography has been proven to be an
extremely efficient investigation method for solving
the structure of matter at the atomic scale.

Although several methods have been employed to circumvent
the intrinsic phase problem, other limitations do exist for clas-
sical x-ray crystallographic methods. In particular, disordered
materials, single nanostructures, or noncrystalline and/or non-
repetitive biological structures (e.g., some important viruses
or proteins) cannot be accessed by this approach.

A combination of coherent x-ray diffraction with a so-
called oversampling phasing method can overcome these lim-
itations. In a first demonstration experiment, that method was
used to invert the soft x-ray forward-scattering pattern meas-
ured from a fabricated object. More recently, the reconstruc-
tion of two-dimensional and three-dimensional (3-D) crys-
talline and noncrystalline (!) structures has been reported. In
particular, the latest results, where the complete 3-D phase
and shape information of a micrometer-sized gold crystal
could be retrieved, impressively demonstrate the high poten-
tial of this nondestructive method.

The experiment described here focused on applying that
technique to even smaller nanocrystals in order to investigate
the feasibility of pushing the limits of imaging by using coher-
ent x-ray diffraction into the nanometer range.

Chemically synthesized, crystalline silver nanocubes
were used as demonstration samples, with a typical size of
90–150 nm. The coherent x-ray diffraction experiments were
carried out at the UNI-CAT 34-ID beamline by using mono-
chromatic x-rays with an energy of 8.5 keV.

In order to have both sufficient flux and the opportunity to
select single nanocrystals, a Kirkpatrick-Baez (K-B) mirror sys-
tem was used to focus the x-ray beam to typically 1.0 x 1.5 µm2

at the position of the sample. The diffraction data were
recorded using a charge-coupled-device detector placed at a
position corresponding to the 111 Bragg reflection of the silver
crystal lattice.

The following major conclusions could be drawn from the
experimental results. First and most important, the high-resolu-
tion reciprocal diffraction patterns clearly demonstrate the feasi-
bility of carrying out such measurements on single nanocrystals
at sizes in the 100-nm range (Fig. 1). Depending on the orienta-
tion of the individual nanocrystals, the measured diffraction pat-
terns showed nice three- and four-fold symmetry and up to, typ-
ically, 5-10 high-contrast interference fringes in directions corre-
sponding to the facets of the cubic structure. Furthermore, no
negative effects on the transverse coherence were found by
using the experimentally crucially important K-B focusing optics.
Finally, the obtained results agree well with some model calcu-
lations based on a simple Fourier transform of a two-dimension-
ally projected single silver nanocube (Fig. 2).

Encouraged by this successful first demonstration exper-
iment of coherent x-ray diffraction on submicrometer single
crystalline nano-objects, researchers are currently working on

PU S H I N G T H E L I M I T S O F CO H E R E N T X-R AY DI F F R A C T I O N:
IM A G I N G SI N G L E SU B M I C R O M E T E R SI LV E R NA N O C U B E S

Fig. 2. Calculated coherent diffraction pattern of a single
nanocube assuming the simplest possible diffraction geom-
etry (detector plane perpendicular to the surface normal of
one the cubes facets).

Fig. 1. Charge coupled device image of the measured single crys-
tal coherent diffraction pattern around the 111 Bragg peak of a sil-
ver nanocube (8.5 keV x-rays). The two diffraction images are
taken for slightly different Q-values and correspond to the Fourier
transform of different projections of the cubic crystal. 
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CC oherent x-ray diffraction (CXD) is an emerging
technique that has considerable potential for
revealing many structural and dynamic charac-

teristics of nanocrystalline materials. The method is
enabled by high-brilliance third-generation x-ray sources
because the technique depends entirely on the coher-
ence volume of the x-ray beam being large enough to
enclose the crystal under study; the coherence volume is
directly proportional to source brilliance.

The penetrating power of a hard x-ray beam allows
scientists to look below the surface of materials, while
the ability to distinguish the diffraction patterns from
neighboring nanocrystalline grains is retained, making it
possible to image the full volume of a grain with negligi-
ble absorption effects. In principle, even three-dimen-
sional (3-D) real-space strain maps of the interiors of
materials should be feasible. This prospect was
advanced by researchers from the University of Illinois at
Champaign-Urbana (UIUC), who used CXD to obtain 3-
D images of the interiors of gold (Au) nanocrystals that
were formed by high-temperature coalescence from an
evaporated polycrystalline thin film (Fig. 1).

In an x-ray crystallographic experiment, x-rays inter-
act with electrons in a crystal to produce a diffraction pat-
tern that is the Fourier transform of the desired electron
density distribution. A Fourier transform can be reversed
to reconstruct the 3-D distribution of the electrons (and,
hence, the atoms) in the crystal, but to do this, one needs
not only the amplitudes of the diffracted waves, which are
obtained from the intensity distribution of the diffraction
pattern, but also their relative phase shifts, which cannot
be measured directly. Generally one gets phase data
from supplementary information of some sort. The UIUC
researchers obtained the needed information by over-
sampling the diffraction patterns, which is possible with
small crystals because they generate continuous pat-
terns.

The CXD experiment was conducted at the UNI-
CAT 33-ID undulator beamline at the APS, where the
transverse coherence length was greater than 5 µm and
the longitudinal coherence length was determined to be

CO H E R E N T X-R AY DI F F R A C T I O N IM A G I N G DE TA I L S

T H E 3-D MI C R O S T R U C T U R E O F AU NA N O C R Y S TA L S

the direct reconstruction of full 3-D diffraction data using the
oversampling phasing method. ❍

See: I. Robinson1, F. Pfeiffer1,2, I. Vartanyants1, Y. Sun3, Y. Xia3,
“Enhancement of coherent X-ray diffraction from nanocrystals
by introduction of X-ray optics,” Opt. Express 11(19), 2329-
2334 (September 2003).
Author affiliations: 1University of Illinois at Urbana-
Champaign, 2Paul Scherrer Institut, 3University of Washington 

Work supported by the NSF under grant DMR 03-08660. The 34-ID-C
Coherent Xray Diffraction facility was built with funds from NSF DMR
97-24294. The UNI-CAT facility is supported by the University of Illinois
Materials Research Laboratory, funded by U.S. DOE under DEFG02-
91ER45439, Oak Ridge National Laboratory,NIST, and UOP Research
& Development. Use of the Advanced Photon Source was supported by
the U.S. Department of Energy, Office of Science, Office of Basic
Energy Sciences, under Contract No. W-31-109-Eng-38.

Fig. 1. Slices through a 3-D reconstruction of the internal density for a
micron-sized gold nanocrystal, measured with the new CXD method.  The
striping effects, which follow the crystallographic directions, indicate the
presence of internal microstructure in the crystal.
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XX -ray absorption fine structure (XAFS) is a valuable
technique for probing materials dynamics, because
(in contrast to x-ray diffraction), with XAFS, one can

determine the behavior of a sample directly without depend-
ence on long-range order. The dynamics of heating and phase
changes induced by laser excitation may, therefore, be directly
monitored by XAFS regardless of a material’s state. In addition,
the near-edge portion of the XAFS (the XANES) contains elec-
tronic information about the material, and it is, for example,
sensitive to the shielding between the core hole and photo-
electron, which can be modified by the laser pulse in a semi-
conductor, since the excited carrier density can be initially sim-
ilar to that of a metal. As a result, XANES has the potential for
use in studies of dynamics of this type of phenomenon, regard-
less of material state.

Researchers from the University of Washington and the
Pacific Northwest National Laboratory, using the PNC/XOR
facility at sector 20, have developed a high-repetition-rate laser
system for time-resolved pump-probe XAFS studies on sub-
nanosecond to microsecond time scales. A schematic diagram
of the timing electronics and laser system is shown in Fig. 1.
The 800-nm Ti:sapphire pulsed-laser system repeats at the
APS P0 frequency of 272 kHz with ~4µJ/pulse, allowing
researchers using the PNC/XOR apparatus to collect data from
a given bunch at each appearance. This provides an increase
in data-collection efficiency of more than an order of magnitude
when compared to typical pulsed-laser systems and data col-
lection times similar to those of typical non-time-resolved

A HI G H-R E P E T I T I O N-R AT E L A S E R SY S T E M
F O R TI M E-R E S O LV E D X-R AY AB S O R P T I O N FI N E ST R U C T U R E

Fig. 1. Schematic of system timing electronics and laser.

6 µm by a Si(333) monochromator at 9.5 keV. Two-dimensional
diffraction patterns were collected with a direct-reading charge-
coupled device. To construct full 3-D patterns, each sample was
rotated through the Bragg condition in steps of 0.002°, thus
acquiring a sequence of nearly parallel 2-D slices, which were
then stacked to obtain the sampled 3-D patterns.

It proved possible to draw some conclusions about the size
and shape of the Au grains directly from the CXD patterns
before they were phased. The flares in reciprocal space were
seen to correspond to facets of the crystal, while the modula-
tion of these flares indicated the spacing of parallel facets.
Phasing of the oversampled diffraction patterns was accom-
plished through the use of an iterative method, utilizing known
information to find a set of phases consistent with the measured
data. This cycle was repeated until the search converged to a
solution.

The 3-D images of the interiors of the Au nanocrystals
showed 50-nm-wide bands of contrast with {111} orientation
that probably arose from internal twinning by dynamic recrystal-
lization during their formation at high temperature. In the method

used by the researchers, entire patterns were measured
directly. Because Bragg diffraction was involved, all artifacts due
to air or slit scattering and the presence of other grains were
avoided, and a strong sensitivity to strain was manifested. ❍

See: G.J. Williams, M.A. Pfeifer, I.A. Vartanyants, and I.K.
Robinson, “Three-Dimensional Imaging of Microstructure in Au
Nanocrystals,” Phys. Rev. Lett. 90(17), 175501-1 to 175501-4 (2
May 2003).
Author affiliations: University of Illinois at Urbana-Champaign

This research was supported by the NSF under Grant No. DMR98-
76610. The UNICAT facility at the APS is supported by the University
of Illinois, Materials Research Laboratory (DOE Contract No. DEFG02-
91ER45439, the State of Illinois-IBHE-HECA, and the NSF), the
ORNL, NIST, and UOP LLC. SEM work was carried out in the Center
for Microanalysis of Materials, University of Illinois. Use of the
Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.
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experiments. Diffraction measurements can also be made
concurrently with the same time resolution.

The PNC/XOR laser system is used in conjunction
with Kirkpatrick-Baez x-ray focusing mirrors to enable
time-resolved micro-XAFS on a 10-µm scale. Focusing
both the x-rays and the laser also provides the ability to per-
form experiments not inherently microscopic in nature but
requiring extremely large fluences. The current timing reso-
lution is limited by the finite electron-bunch width to ~90 ps.
To date, the PNC/XOR team has utilized the laser system to
investigate the time-resolved extended x-ray absorption fine
structure (EXAFS) of laser-heated germanium, but it could
be utilized in a wide range of time-resolved pump-probe
experiments that are currently impractical due to the long
data collection time required by lower-repetition-rate sys-
tems.

Experiments have been performed using a 10-µm x-ray
beam to obtain micro-EXAFS from a 200-nm-thick Ge film
that was initially amorphous and crystallized by heating with
the laser beam. Micro-EXAFS was obtained from the heated
film after crystallization. Figure 2 shows a single EXAFS
spectrum from the sample at room temperature, along with
the average of three similar scans, and data collected from
the same sample as it was heated by the laser to ~700K. The
temperature of the heated film was measured by determining
the vibration amplitude of the Ge-Ge bond revealed in the
EXAFS. The vibrations cause the amplitude of the EXAFS
oscillations to decrease with increasing temperature, as seen
for the 700K plot. A comparison of the single room-tempera-
ture spectrum with the averaged spectra illustrates the excel-
lent noise level and reproducibility for a data collection time of
~1/2 hour, from a sample with very small absorption (~2%).

Fig. 2. Single EXAFS spectrum from a sample at room tempera-
ture, with the average of three similar scans, and data col-
lected from the same sample while laser-heated to ~700K.

The spectra in the figure were collected in pulse-counting
mode, which required a reduction of the potentially available
signal to avoid saturation caused by pulse pile-up. The addi-
tion of radio-frequency-derived lock-in detection of the gated
signal should allow use of the entire available flux, an
increase over the current configuration by a factor of at least
five. Use of an avalanche photodiode array for the fluores-
cence signal would provide an alternative approach for
increasing data quality, by keeping the signal on each ele-
ment low enough to remain within the pulse-counting regime,
with a much larger total collected signal.

Figure 3 shows preliminary results for the time depend-
ence of the EXAFS from the laser-heated film for times within
a few ns of the laser excitation. Future plans call for an
increase of the laser fluence to heat the Ge film to the melting
point and a study of the dynamics of the transition from the
four-fold coordinated solid to the six-fold coordinated liquid by
directly monitoring the EXAFS, thus using the ability of this
probe to look at local atomic structure independent of the
material state. ❍

See: E.A. Stern, D.L. Brewe, K.M. Beck, S.M. Heald, Y. Feng,
“Sub-nanosecond time-resolved XAFS of laser excited thin
Ge films’, invited paper at XAFS 12, June 2003.

PNC/XOR facilities and research at these facilities is supported by
the U.S. DOE Office of Science grant no. DE-FG03-97ER45628.
Additional support was provided by Battelle-Pacific Northwest
National Laboratory's (PNNL) Laboratory Directed Research
Directorate.

Fig. 3. Preliminary results for the time dependence of the EXAFS
from the laser-heated film for times within a few ns of the laser
excitation.
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DD uring the last decade, inelastic x-ray scattering
(IXS) with an energy resolution of a few meV
became a very successful spectroscopic method on

third-generation synchrotron sources. At x-ray energies of
about 20 keV, monochromatization of x-rays can be achieved
either by multiple bounce inline monochromators or—in the
case of the analyzer—by high-order silicon reflections in
backscattering geometry.

At the APS, an inelastic spectrometer with 2 meV resolu-
tion was built at XOR beamline 3-ID-C with, initially, one ana-
lyzer. However, with count rates often less than 0.1 Hz at the
phonon position, many experiments would benefit from a mul-
tiple analyzer setup. Currently, the instrument is being
upgraded to four analyzers, which will work simultaneously,
enabling faster data collection for liquid and disordered sam-
ples.

UP G R A D E DE TA I L S

The four analyzers are located 6 m from the sample. each
analyzer has an active diameter of 100 mm, and there is a lat-
eral distance of 180 mm between two analyzers.

The four analyzers, and a 5.4-m-long vacuum chamber that
connects to the backscattering detector, are on a common 2-
theta arm, which can be moved in the horizontal plane (Fig. 1).
The maximum angle of the 2-theta-arm is 17.6° and is limited
only by the dimensions of the station.

Fig. 1. Harald Sinn (left), Ahmet Alatas,
and Ercan Alp (all XFD/XOR 3) at the new
3-ID-C IXS setup. The sample position is
in the right front corner of the picture. The
analyzers are in the back and not visible.

UP G R A D E O F T H E IN E L A S T I C SP E C T R O M E T E R AT 3-ID -C

The four analyzers were built as adjustable, two-dimen-
sional bending devices (Fig. 2). Each analyzer is temperature
controlled by Peltier elements stable to about 10 mK over nine
days.

A four-element detector, developed in collaboration with
AMPTEK, allows for collection of the radiation from the four
analyzers individually. Each CdTe element is 3 mm × 3 mm and
is cooled by a peltier cooler. The center-to-center distance
between elements is 6 mm. The quantum efficiency of the
CdTe elements is close to 100%, while the noise rate is about
0.001 Hz per channel. (Contact E. Alp, eea@aps.anl.gov) ❍

Fig. 2. Four-analyzer setup in the back of the 2-theta arm.
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AA t BESSRC/XOR, the time-dependent spectroscopy
program has been significantly broadened by the
development of a time-dependent resonant inelastic

scattering technique (RIXS) and a time-dependent x-ray mag-
netic circular dichroism (XMCD) technique. While time-depend-
ent RIXS experiments probe the influence of electron-phonon
coupling on the band structure and carrier dynamics in semi-
conductors, time-dependent XMCD experiments use element
selectivity to probe the switching behavior of magnetic
nanoparticles, clusters, and artificial nanostructures on a
timescale from 100 ps to µsec. In 2003, basic instrumentation

AA n adaptive optic crystal bender being developed by
BESSRC/XOR will improve the energy resolution of
ultrafast laser-pump x-ray absorption/fluorescence

probe spectroscopy. This device will resolve charge-carrier
dynamics within the band structure of semiconductors, such as
GaAs. The goal is to reach an x-ray energy resolution of better
than 1 eV while collecting a large solid angle of fluorescent radi-
ation under nonbackscattering conditions. So far, about 5 eV of
resolution has been demonstrated, which is an improvement
over the current state of the art (about 15 eV) for non-backscat-
tering analyzers. The adaptive optic design permits the fine
adjustment necessary for energy resolution and, at the same

TI M E-D E P E N D E N T SP E C T R O S C O P Y

ADA P T I V E OP T I C ,  BE N T-C R Y S TA L AN A LY Z E R
F O R X-R AY FLU O R E S C E N C E SP E C T R O S C O P Y

time, permits rapid configuration changes to select different flu-
orescent lines.

Although this optic was developed for the ultrafast spec-
troscopy project, the analyzer can benefit all x-ray absorption
spectroscopy, particularly near-edge techniques for the meas-
urement of chemical speciation. This applicability makes the
analyzer an important instrumental development in its own right.

See: K. Attenkofer, B.W. Adams, and M.A. Beno,
“Instrumentation for time-dependent, x-ray resonant Raman
scattering,” Proceedings of the SRI 2003 conference, to be
published.
Author affiliation: Argonne National Laboratory  ❍

was installed, the proof of principle was demonstrated, and first
theoretical modeling for both experiments was performed. The
first presentations of results and concepts to the user commu-
nity presented a strong and vital interest, resulting in various
academic and industrial collaborations. The target of these col-
laborations is to improve the efficiency of light-emitting diodes
and semiconductor-based lasers, as well as to increase the
understanding of effects in order to allow an increase in the
data density of magnetic storage media. (Contact K. Attenkofer,
klaus.attenkofer@anl.gov.) ❍
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CC harge-coupled device (CCD) development and
deployment at IMMY/XOR beamline 8-ID has pro-
ceeded on two fronts during the past year or so. A fast,

direct-detection CCD camera based on a commercially avail-
able SMD (now Dalsa) CCD chip has been developed and
deployed. The key feature of the fast CCD camera—the
SMD1M60—as a detector for x-ray photon correlation spec-
troscopy (XPCS) experiments is that it permits the continuous
acquisition of images, consisting of individual photon events, at
full-frame data rates of up to 60 Hz and 1/16-frame data rates
of up to 500 Hz. Thus, it is a simple matter to acquire data with
a time resolution of as little as 2 ms, and data from a consider-
ably larger solid angle can be collected if a time resolution of
17 ms is acceptable. In comparison to early-generation detec-
tors, the much greater data rate possible with the SMD1M60
should permit a many-fold increase in the XPCS signal-to-
noise ratio in cases where subsecond time steps are needed.
In addition, the SMD1M60 is based on an inexpensive, com-
mercially available CCD camera that is lightweight and conve-
niently transportable. Beyond XPCS, this detector may find
application in time-resolved x-ray scattering experiments of all

A FAST CCD CAMERA FOR X-RAY PHOTON CORRELATION SPECTROSCOPY
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Fig. 1. CCD ImageServer-Yorick-spec control system schematic.
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II mplementation of the IMMY/XOR 8-ID-E shutter has
allowed development of the 8-ID-E side station without
disturbing the fully operational general-user program at

8-ID-I. In this context, several important upgrades to 8-ID-E
have been recently completed. One such improvement was
vacuum integration of the 8-ID-E shutter with the transmission
side-station monochromator. This significantly increased the
flux delivered to station 8-ID-E. More significant has been the
development and deployment at 8-ID-E of a micromotion xyz
sample stage capable of submicron resolution. The stage
motion is driven by Picomotors™ mounted on three orthogonal
axes, each controlled in a feedback loop to laser optical posi-
tion encoders. These encoders allow for absolute stage motion
to submicron precision over several inches of travel. The design
is simple, efficient, and less costly than comparable off-the-
shelf units. However, relying on software feedback between two

independent devices to achieve precise motion made integra-
tion of the setup into the control system nontrivial.

The stage was installed on a three-circle diffractometer to
allow microprobe diffraction measurements with a zone-plate-
focused x-ray beam. This geometry essentially makes possible
independent crystallographic measurements of microstructures
within a sample, retrieving information about local lattice con-
stants, lattice orientation, and disorder.

Preliminary experiments mapping ferroelectric domains in
BaTiO3 indicate reliable stage motion to less than 0.1 µm,
allowing users to successfully exploit the spatial resolution of
the focused x-ray beam (vertical spot size ~0.8 µm). The stage
has also been used recently by the collaborative general-user
research groups of Y. Chu and I. McNulty. (Contact M. Sutton,
mark@physics.mcgill.ca) ❍

sorts. We have also found it capable of collecting superior
small-angle x-ray scattering data. The original camera is avail-
able to general users in a collaborative mode. This camera is
being duplicated so that it will be fully available to all users.

A Princeton Instruments deep-depletion, direct-detection
CCD camera has been successfully integrated into the spec-
based and Yorick-based beamline control and data acquisition
and analysis system. A control schematic is shown in Fig. 1.

The controls and data acquisition of the CCD camera are
implemented within a server-client model. The server software,
CCD ImageServer, is a flexible means of acquiring CCD
images within the Experimental Physics and Industrial Control
System (EPICS) environment. The ImageServer application,
running on a Windows-based PC, integrates all functionalities
of the CCD camera into a simple API built on top of the EPICS
Portable Channel Access Server. By wrapping the native cam-
era-specific interface around a common device interface, the
ImageServer application can transparently control cameras

from many different manufacturers. On the client side, the
beamline control software, Spec, fully controls the CCD camera
through the EPICS PV interface and then integrates it into the
full suite of 8-ID beamline controls for an experiment.

Data files generated by the CCD camera can be saved
either directly to the server or to the (Linux-based) client
through Samba-sharing of the directories. Spec provides a user
interface to initialize and adjust the CCD parameters but not to
display the live images. The EPICS extension EZCA library has
been built into Yorick (an interpreted programming language for
data analysis and image processing similar to IDL) so that
Yorick displays real-time CCD images on the client. The Yorick
user interface also provides image-processing utilities, such as
camera contrast adjustments, image zooming, image dark sub-
traction, and image calculations. Since its deployment in late
November 2003, the new camera control system has been
used successfully by both IMMY/XOR members and general
users. (Contact S. Mochrie, simon.mochrie@yale.edu) ❍
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ZO N E-PL AT E MI C R O F O C U S I N G F O R XPCS

AA significant recent achievement has been the devel-
opment and deployment of faster, more user-friendly
x-ray photon correlation spectroscopy (XPCS) data

reduction software, which is now installed at IMMY/XOR beam-
line 8-ID-I as a standard part of the XPCS package.

This GNU-public-licensed software package, called
“coherent,” includes several key features that greatly facilitate
XPCS experiments and the 8-ID general-user program.
Specifically, among many other features, it allows the graphic
creation of masks for determining the data that should and
should not be included in analysis; allows bad charge-coupled
device frames to be dropped; automatically reads in relevant
parameters based on the beamline configuration at the time of
data acquisition (and allows them to be easily modified if nec-

“CO H E R E N T” XPCS AN A LY S I S CO D E
essary); and allows the experimentally determined autocorrela-
tion decay functions to be fit to a variety of physically relevant
functional forms. Perhaps most important, it achieves all of this
in a manner that inexperienced users have found particularly
easy to learn and experienced users have found straightfor-
ward to modify as needed for advanced analysis.

Outside of its use by IMMY/XOR members, the software—
which has been subject to ongoing refinement since installation
in July 2002 — has by now been employed by a number of
research groups at universities (California, San Diego,
Northern Illinois, SUNY Stony Brook) and user facilities
Intense Pulsed Neutron Source, National Synchrotron Light
Source) for their XPCS experiments at 8-ID. (Contact A. Sandy,
asandy@aps.anl.gov ) ❍
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TT he properties of many materials
depend on microstructure as well
atomic structure, which explains why

so many materials processing methods focus
on changing microstructure. Experimenters
can study the microstructure of materials using
dynamic light scattering, a method that uses
coherent visible light. Information provided by
this method, however, is limited by the wave-
length of the light used. In order to study
microstructure at shorter lengths, researchers
from McGill University and UMR, Le Centre
National de la Recherche Scientifique
(CNRS), are extending the method into the x-
ray regime, developing a scattering method
called x-ray intensity fluctuation spectroscopy
(XIFS). They show how it can be used to study
systems that are not in equilibrium.

Although XIFS is new, other (incoherent)
x-ray diffraction techniques have been used for
decades for applications such as crystallogra-
phy. XIFS, however, requires that the x-ray
source be coherent and intense enough to
provide a good diffraction “image” at the time
scales of interest (which can be as short as
milliseconds). Therefore, the researchers used
the 8-ID beamline at IMMY/XOR sector 8 to
demonstrate this method of studying
microstructure.

XIFS exploits an effect of coherent radia-
tion: speckle. When coherent light scatters dif-
fusely off a disordered material, each spot in
the image is the sum of many rays of scattered
light, each with a different phase. Bright spots
occur where the superposition of the rays is
constructive, while dark spots occur where the
rays add destructively. The entire image is
speckled with a dark and light pattern.

This speckle pattern is a projection of the
Fourier transform of the scattering volume. If
the diffracting sample fluctuates over time,
then the speckle intensities change as well. XIFS extracts infor-
mation on the sizes and motions of light-scattering particles
from the changes in time and space of the speckle pattern.
Particles suspended in liquids undergo Brownian motion;
hence, their position fluctuates over time and therefore so does
the speckle pattern. The group measured the intensity fluctua-
tions of the speckle pattern created by gold colloids in poly-
styrene (see Fig. 1). By measuring the way diffraction intensity
changes over time, the researchers discerned changes in den-
sity over time.

This experiment demonstrates the possibility of measuring
two-time correlation functions. Instead of averaging over time to
obtain good statistics (as measurements of equilibrium sys-

tems often do), the researchers used an area detector to
measure many speckles at the same time to obtain good sta-
tistics for a full two-time correlation function. For a system in
equilibrium, such as the example mentioned above, the corre-
lation between the measurement and density depends only on
the difference in time between the measurements, as shown in
the figure.

Many interesting materials, however, are not in equilib-
rium. A material that has undergone some sort of material pro-
cessing in order to change its properties is not at equilibrium.
Methods often used for measuring systems in equilibrium don’t
work for these materials, partly because they assume that the
average scattered intensity remains constant.

ME A S U R I N G T H E MI C R O S T R U C T U R E O F PR O C E S S E D MAT E R I A L S

Fig. 1. Top left: Intensity of coherent x-ray small angle scattering from a system in equi-
librium (6.0-nm Au particles in polystyrene). False color image uses brightness to indicate
intensity. Black block on the left is the stop for the unscattered beam of x-rays. Black arc
indicates the pixels sampled over time in the image at top right. Top right: Time evolu-
tion of an arc of pixels. Although all pixels share an average intensity, the intensity of the
scattered x-rays at each individual pixel fluctuates over time due to the Brownian
motion of the scattering particles. Bottom: By correlating the two rows in the top right
image corresponding to the times t1 and t2, researchers obtained the two-time corre-
lation function C(t1, t2) for this particular wave vector. Because this system is in equilib-
rium, the correlation function depends only on t1-t2, as shown by the contours being
parallel to the diagonal. The quality of the data demonstrate that this analysis can be
used to measure two time correlation functions even for nonequilibrium systems.
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This work demonstrates the method with an example: the
phase separation of an aluminum-lithium alloy cooled to just
below its critical temperature, where the microstructural
changes that occur happen on a timescale that can be meas-
ured by this method. The sample was prepared by heating it
above its critical temperature to mix the metals and then quickly
cooling it from 475°C to room temperature, which “freezes in”
this homogeneous structure. Then it was heated and held at
220°C, a temperature at which diffusion is significantly faster
and the material starts to unmix. In this system, the two-time
correlation function depends on both the time difference and
the time since the temperature was raised. The good agree-
ment between these measurements and a theoretical model of

phase separation give more evidence of the validity of dynami-
cal scaling. Work is in progress on using this technique for other
systems. ❍

See: M. Sutton1, K. Laaziri1, F. Livet2, and F. Bley2, “Using
coherence to measure two-time correlation functions,” Opt.
Express 11, 2268-2277 (22 September 2003).
Author affiliations: 1McGill University, 2LTPCM-ENSEEG-
INPG, UMR-CNRS

Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.

TT hanks to the skill of
chip designers in
squeezing more and

more components into every
corner of a silicon wafer,
microcircuits have historically
been doubling in processing
power nearly every 18
months. This trend has been
made possible by photolitho-
graphic technologies capable
of creating smaller and
smaller structures. To reach
the next generation of chip
manufacturing, however, fea-
tures smaller than 100 nm will
have to be fabricated. Mass
producing such structures
also means rapidly measuring
them and characterizing their
quality. But current methods,
such as electron microscopy and atomic force microscopy, all
face profound challenges in sub-100-nm technological applica-
tions. Now, a team of researchers at the National Institute of
Standards and Technology (NIST), ExxonMobil Research and
Engineering, the Shipley Company, and Argonne National
Laboratory are using x-ray scattering techniques to determine
the shape and quality of photolithographic features with
nanometer resolution.

Optical scattering has become an established tool in
developing microfabrication methods as well as in characteriz-
ing structures on the process line. But as feature sizes
decrease, the comparatively long wavelengths of light severely
limit useful measurement. By moving to shorter x-ray wave-
lengths, the smaller structures envisioned for future genera-
tions of integrated circuits can be probed. In addition, the rela-
tively weaker interaction of x-rays and most materials allows a
wider range of materials (including metals) to be studied com-
pared with the range available via light scattering.

To explore the possibility
of employing x-ray scattering
for feature dimension determi-
nation, the research team
used samples of polymer pho-
toresist arranged in a grating
pattern on a silicon substrate.
This kind of test pattern is a
standard method of calibrating
and evaluating photoresist
quality and imaging condi-
tions. The gratings used in
these experiments were fabri-
cated with a nominal line width
of 180 nm. Small-angle x-ray
scattering (SAXS) was carried
out at the CMC-CAT beamline
9-ID at the APS, with the
source beam directed onto the
grating at normal incidence
(Fig. 1). Transmission scat-

tered x-rays were collected downstream of the source by
means of a charge-coupled device camera 543 cm from the
sample. The x-ray wavelength of 0.095 nm was selected to
have sufficiently low absorption by the silicon substrate while
maintaining a reasonable instrument resolution.

X-ray diffraction from the grating produced a linear pattern
of spots on the detector for different rotation angles of the sam-
ple. This diffraction pattern is fitted to an expression based on
a group of lines with a trapezoidal cross section. The width of
the grating lines is then extracted from the data fit, as is the
sidewall angle of the grating lines. For the three test gratings
used (critical dimension ~180 nm), line widths of 171, 159, and
167 nm were measured with resolution (3 σ) on the order of 3
to 4 nm. Sidewall angles for the same specimens were 88.2°,
87.9°, and 88.5°. These results were in agreement with direct
measurements made by scanning electron microscopy.

The results demonstrate the usefulness of SAXS in char-
acterizing patterns created by photolithography. Data collection

MA P P I N G MI C R O E L E C T R O N I C CI R C U I T S W I T H X-R AY S

Fig. 1. Configuration of experiments for small-angle x-ray scattering.  X-ray
beam from the APS source hits the sample at normal incidence.  Scattering x-
rays are collected at 2θ downstream of beamline at different rotation angles ω.
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for each sample was completed in a time on the order of sec-
onds, making the method attractive from a processing stand-
point. Through careful selection of x-ray wavelength, structures
made from many different materials can be resolved, while
future studies will examine samples with sub-100-nm feature
sizes. With the extremely short wavelength x-rays available at
third-generation synchrotrons such as the APS, SAXS could
potentially become a valuable tool for the fabrication of next
generation of microelectronics. ❍

See: R.L. Jones1, T. Hu1, E.K. Lin1, W.-L. Wu1, R. Kolb2, D.M.
Casa3, P.J. Bolton4, and G.G. Barclay4, “Small angle x-ray scat-

tering for sub-100 nm pattern characterization,” Appl. Phys. Lett.
83 (19), 4059-4061 (10 November 2003).
Author affiliations: 1NIST, 2ExxonMobil Research and
Engineering Company, 3CMC-CAT, 4Shipley Company, LLC

This work was funded in part by the Defense Advanced Research
Projects Agency Advanced Lithography Program under Contract No.
N66001-00-C-8083. Additional funding was provided by the NIST Office
of Microelectronic Programs. R.L.J is supported by a NIST National
Research Council postdoctoral fellowship. Use of the Advanced Photon
Source was supported by the U.S. Department of Energy, Office of
Science, Office of Basic Energy Sciences, under Contract No. W-31-
109-Eng-38.
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XX -ray phase-con-
trast imaging—in
which information

about the structure and com-
position of an object is
obtained from the refractive
interaction of x-rays with mat-
ter—is advancing rapidly. One
goal is to use x-ray phase
tomography to create three-
dimensional (3-D) images of
an object with negligible
absorption. Using the brilliant
x-ray beams from the APS,
researchers from the
University of Melbourne and
Argonne National Laboratory
achieved that goal by making
tomographic x-ray phase
reconstructions of an atomic
force microscope (AFM) tip at
a spatial resolution of 900 nm.
The resulting 3-D images
yield a quantitative measure-
ment of the real part of the
refractive index. This work opens the door for full 3-D imaging
of the complex refractive index with submicron spatial resolu-
tion.

Driving advances in this x-ray technology are third-gener-
ation synchrotrons, such as the APS, which offer significantly
greater coherent x-ray flux. Researchers previously demon-
strated quantitative phase two-dimensional imaging at the APS
[1]. Building upon that research, they used the same arrange-
ment for this tomographic study. The microscope was assem-
bled at XOR beamline 2-ID-B at the APS. The sample was a
commercially available AFM tip (Silicon-MDT Ltd., Moscow,
Russia).

A highly coherent beam of 1.83-keV x-rays, defined by a
20-µm-diameter aperture, was passed through the sample. A
90-µm-diameter, 110-nm-thick Ni zone plate with an outer zone

width of 45 nm was used to
image the sample. The x-rays
were propagated in vacuum
to a backside-illuminated
1024 × 1024-pixel charge-
coupled device camera with a
24 µm pixel size. The sample
was magnified to approxi-
mately 160 times its actual
size. Phase data for each pro-
jection were obtained, and
the data were reconstructed
into a 3-D image.

The absorption contrast
of the silicon AFM tip sample
was very small, yielding a
very poor reconstruction by
conventional x-ray microto-
mography reconstruction
methods. The phase contrast
is, however, significant at this
key energy. The finest fringe
structure visible in the projec-
tion data is consistent with an
instrumental spatial resolu-

tion of 230 nm. Figure 1 shows examples of the resulting 3-D
phase reconstructions. Figures 1(a) and 1(b) represent slices
through the tip in the horizontal direction, whereas Fig. 1(c)
depicts a slice of the reconstruction through the vertical direc-
tion.

In Figs. 1(b) and 1(f), a spherical bump, measuring 900 nm
in diameter, is clearly visible. The faceted structure in Fig. 1(a)
is even more evident in Figs. 1(d)–1(f). The AFM tip was not
perfectly sharp, so it is possible that the actual resolution may
be better than 900 nm, but no features at a smaller scale were
seen. On the basis of sinograms taken from the tomographic
data sets for both phases, the group was able to confirm that
the facets are a genuine feature of the tip. In fact, such a struc-
ture is typical of the manufacturing process used to etch crys-
talline AFM tips [2]. The researchers also compared the known

AD VA N C E S I N QUA N T I TAT I V E X-R AY TO M O G R A P H Y

Fig. 1. Quantitative 3-D reconstructions of the real part of the refrac-
tive index of the AFM tip. (a) Horizontal slice through the tip. (b)
Horizontal slice including the spherical bump. (c) Vertical slice. (d-f)
Volume renderings.
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[2] T.R. Albrecht, S. Akamine, T.E. Carver, and C.F. Quate, J.
Vac. Sci. Technol. A 8, 3386 (1990).

See: P.J. McMahon 1, A.G. Peele 1, D. Paterson 1, J.J.A. Lin 1,
T.H.K. Irving 1, I. McNulty 2, and K.A. Nugent 1, “Quantitative X-
ray phase tomography with sub-micron resolution,” Opt. Comm.
217, 53–58 (2003).
Author affiliations: 1University of Melbourne, 2Argonne
National Laboratory

This work was supported by the Australian Synchrotron Research
Program, which is funded by the Commonwealth of Australia under the
Major National Research Facilities Program; by the Australian
Research Council; and by the U.S. Department of Energy, Office of
Science, Office of Basic Energy Sciences, under Contract No. W-31-
109-Eng-38.

composition of the AFM sample tip with the tabulated value at
this energy. They found that the experimental value agreed with
the tabulated value to well within the experimental error, con-
firming that a high-resolution quantitative map of the real part of
the refractive index was obtained.

This work demonstrated quantitative imaging of the phase
distribution of a weakly absorbing sample at a 3-D resolution of
least 900 nm. It also yielded an accurate measurement of the
real part of the sample refractive index.The next step is to obtain
a full measurement of the 3-D complex refractive index. ❍

References
[1] B.E. Allman, P.J. McMahon, J.B. Tiller, K.A. Nugent, D.
Paganin, A. Barty, I. McNulty, S.P. Frigo, Y.X. Wang, and C.C.
Retsch, J. Opt. Soc. Am. A 17, 1732 (2000).
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The microtomography system at 2-BM offers near video-
rate acquisition of tomographic data combined with automatic
data acquisition, reconstruction, and visualization. Users can
acquire up to 720 tomographic projections (1024 pixels × 1024
pixels) at 0.25° angular increments in less than 5 min. The data
are reconstructed by a dedicated 32-node, 1-GHz Intel PIII
computer cluster with 2 TB of distributed hard disk. Rendered
three-dimensional (3-D) images of the sample are displayed on
a workstation at the experimental station within 3 min of acqui-
sition of the last projection. Low-resolution (512 pixels × 512
pixels) images are available within 50 s. The raw data are auto-
matically backed up on tape and DVD, with the analyzed data
ready for distribution within 15 minutes. At its maximum rate,
the system can collect and analyze hundreds of samples in a
24-h experiment. This year, the charge-coupled device camera

used to record the projections was mounted on a 1.2-m-long
motorized rail aligned with the beam, enabling the sample-to-
scintillator distance to be optimized for either absorption or
phase contrast. A sample changer was also integrated into the
system for automatic loading of up to 70 samples. The instru-
ment is mounted on a dedicated, motorized, optical table that
can easily slide in and out of the beam while keeping the com-
ponents aligned. This configuration has greatly reduced the
time required to switch between experiments at 2-BM.

See: S.R. Stock, K.I. Ignatiev, T. Dahl, A. Veis, and F. DeCarlo,
“Three-dimensional microarchitecture of the plates (primary,
secondary and carinar process) in the developing tooth of
Lytechinus variegatus revealed by synchrotron x-ray absorption
microtomography (microCT),” J. Struct. Biol. 144, 282-300
(2003).

FU L L-F I E L D IM A G I N G ME T H O D S

ST R U C T U R A L CH A R A C T E R I Z AT I O N O F CO M B I N AT O R I A L MAT E R I A L S
Combinatorial approaches play an increasingly important

role in a wide range of disciplines as a method for high-through-
put materials exploration. In particular, thin-film combinatorial
samples can be fabricated with compositional profiles across a
substrate so that phase diagrams and properties, especially
phase boundaries and transitions, can be systematically
mapped out and studied as a continuous function of composi-
tion. Reliable and rapid quantitative structural characterization
has been a major bottleneck for this type of research, owing in
part to the insufficient brilliance of laboratory x-ray sources. To

The high brilliance of APS bending magnet sources cou-
pled with high-resolution CCD cameras make it possible to
obtain time-resolved diffraction images down to submicrometer
length scales. Since the diffraction contrast from the sample is
obtained with a single exposure, the full-field imaging method is

FA S T X-R AY MI C R O T O M O G R A P H Y

eliminate this bottleneck, instrumentation and techniques have
been developed at XOR 2 for combinatorial samples, in which
x-ray diffraction and fluorescence measurements can be car-
ried out in parallel using by Kirkpatrick-Baez focusing optics in
a common sample coordinate system.

See: F. Tsui1, L. He1, L. Ma1, A. Tkachuk2, Y.S. Chu2, K.
Nakajima3, and T. Chikyow3, “Novel germanium-based mag-
netic semiconductors,” Phys. Rev. Lett. 91, 177203 (2003).

TI M E-R E S O LV E D FU L L-F I E L D X-R AY DI F F R A C T I O N IM A G I N G

especially suited for investigation of dynamic systems. This
technique was applied at XOR 2 to investigate nucleation and
growth of ferroelectric domains in BaTiO3 single crystals.
(Contact Y. Chu (ychu@aps.anl.gov)
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The x-ray fluorescence microprobes at XOR sector 2 oper-
ate in a mode in which full fluorescence spectra are acquired at
every image position to maximize the amount of information
extracted from the specimen. Dedicated software has also
been developed for precise quantification of chemical elements
in both single pixels and across whole images. Advanced pro-
cedures, such as cluster analysis and principal component
analysis, can be applied to the acquired data sets to detect and
visualize correlations that might not otherwise be apparent.

The beam stability during energy scans in hard x-ray
absorption near-edge spectroscopy (XANES) experiments at
2-ID-D was improved considerably. By running the monochro-
mator in channel-cut mode, beam drift was reduced to the size

of the beam (0.25 µm). This made it possible to perform micro-
XANES measurements on ultrafine (<50 nm) iron impurities in
polysilicon solar cells, revealing that the precipitates are most
likely FeSi2.
See: T. Buonassisi, M. Heuer, O.F. Vyvenko, A.A. Istratov, E.R.
Weber, Z. Cai, B. Lai, T.F. Ciszek, and R. Schindler,
“Applications of synchrotron radiation x-ray techniques on the
analysis of the behavior of transition metals in solar cells and
single-crystalline silicon with extended defects,” Physica B 340-
342, 1137-1141 (2003), and Z.H. Levine, S. Grantham, D.J.
Paterson, I. McNulty, I.C. Noyan, and T.M. Levin, “Imaging mate-
rial components of an integrated circuit interconnect,” J. Appl.
Phys. 95, 405-407 (2004).

NN OO VV EE LL XX --RR AA YY TT EE CC HH NN II QQ UU EE SS &&   IINN SS TT RR UU MM EE NN TT AA TT II OO NN

SC A N N I N G FLU O R E S C E N C E X-R AY MI C R O S C O P Y

Until recently, the reciprocal space characterization of
nanomaterials with x-rays was limited to the measurement of
their average properties because a large number of nano-
objects had to be probed in order to produce a measurable sig-
nal. Improvements in hard x-ray sources, focusing optics, and
diffraction techniques have recently enabled this limitation to be
overcome. A new instrument at XOR beamline 2-ID-D inte-
grates high-efficiency zone-plate lenses and a six-circle diffrac-
tometer to probe a broad range of reciprocal space with an

X-R AY NA N O D I F F R A C T I O N

intense, nanofocused x-ray beam. The necessary mechanical
stability was achieved by use of vibration-isolation mechanisms
and direct support of the diffractometer during data acquisition.
The measured effective focal spot size is less than 200 nm.The
typical measured photon flux density on the sample is 105 pho-
tons/s/nm2/0.01% BW at x-ray energies of 6 keV to 12 keV, cor-
responding to 107 photons/s incident on 10 nm × 10 nm nano-
object. (Contact Z. Cai, cai@aps.anl.gov)

Thin, light specimens, such as biological cells and subcel-
lular organelles, are nearly transparent to x-ray beams with
photon energies above ~1 keV. However, at higher x-ray ener-
gies, the real part of the complex index of refraction can be
several orders of magnitude larger than the imaginary part,
especially for the light elements. This effect can be exploited to
image low-density sample structures by differential phase con-
trast (DPC) x-ray microscopy. Differential phase-contrast can
also be used in parallel with x-ray fluorescence detection for
trace element mapping. Other advantages of this approach
include simultaneous collection of bright field, dark field, and
phase contrast signals; filtration of beam intensity variations;
and compatibility with fast-scan methods. To develop DPC
capability, an eight-element segmented detector was incorpo-
rated into the scanning x-ray microscopes at XOR beamlines
2-ID-B and 2-ID-E (Fig. 1). (Contact D. Paterson
(paterson@aps.anl.gov) and S. Vogt (vogt@aps.anl.gov) ❍

DI F F E R E N T I A L PH A S E-C O N T R A S T MI C R O S C O P Y A N D ON-T H E-FLY-SC A N N I N G

Fig. 1. Zone-plate scanning microscope (top) and seg-
mented detector for DPC measurements.
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X-R AY IM A G I N G OP T I C S
ME A S U R E M E N T O F X-R AY BE A M CO H E R E N C E

The availability of partially coherent x-ray beams at
third-generation synchrotron sources and highly coher-
ent x-ray beams at fourth-generation (linear coherent) x-
ray sources is leading to significant new analysis capa-
bilities. The coherence is often represented by a single
number, such as the spatial coherence length. However,
to fully understand x-ray experiments involving microfo-
cusing, coherent diffraction, speckle, and interferometry,
more detailed information about the coherence proper-
ties of the beam is required. A complete measurement
by a series of Young’s experiments is very time consum-
ing. A much faster method, one that was developed for
soft x-ray lasers, uses a complex mask known as a “uni-
formly redundant array” (URA) in which all aperture
separations occur with equal frequency. A one-dimensional URA
was prepared in gold using contact optical lithography and elec-
troforming onto silicon nitride membranes. The overall width of
the URA was 700 µm and the smallest feature size was 5 µm.The
1.6-µm-thick gold features transmitted 51% of the incident 7.9-
keV x-rays, and imparted a π phase shift. The URA was used to
measure the horizontal coherence of the x-ray beam at beamline
2-ID-D for a range of slit settings (Figs. 1a-1d).

A new Kirkpatrick-Baez (K-B) microfocusing mirror system
(University of Chicago design with 10-cm vertical and 20-cm hor-
izontal mirrors) was commissioned at XOR beamline 2-BM in
2003. The K-B system is configured to produce a moderately
focused beam of 3 µm to 10 µm with a nominal focal length of
~0.5 m. This relatively long focal length allows convenient access
to a large range of reciprocal space by using a four-circle diffrac-
tometer. At an incident angle of 3 mrad and working distance of

KI R K PAT R I C K-BA E Z MI C R O F O C U S I N G AT 2-BM

0.65 m, the focus size measured using knife-edge scans was 3
µm (vertical) × 4 µm (horizontal). The typical measured flux at the
focus using 10-keV x-rays is 5 × 108 photons/s using a mono-
chromatic (∆E/E ~ 10-4) beam, 2 × 1010 photons/s using broad-
band monochromatic (∆E/E ~ 10-2) beam, and 2 × 1011 photons/s
with polychromatic beam (4 keV to 32 keV continuous spectrum).
(Contact Y. Chu, ychu@aps.anl.gov)

Zone-plate lenses produce among the smallest focal spots
achieved in the x-ray region of the spectrum.The significantly lower
chromaticity of this new optic opens up a larger portion of the x-ray
spectrum for large-diameter, high-resolution focusing.
Future applications include nanometer-scale x-ray
microscopy, microanalysis, and next-generation lithogra-
phy systems for the semiconductor industry.

A new type of high-resolution x-ray lens that com-
bines a gold Fresnel zone plate (Fig. 2a) with a silicon
refractive lens Fig. 2b) to achieve reduced chromatic
aberration was recently demonstrated at XOR beamline
2-ID-B in collaboration with Xradia, Inc. When x-rays with
energies of 1810 eV-1850 eV were used, it was found that
the focal length of the achromatic lens remained constant
within a depth of focus over a 12-eV range (Fig. 2c).
Without the correcting refractive lens, the focal length was
observed to change with a 2-eV change in the energy.

AC H R O M AT I C FR E S N E L ZO N E PL AT E S

See: J.J.A. Lin, D. Paterson, A.G. Peele, P.J. McMahon, C.T.
Chantler, K.A. Nugent, B. Lai, N. Moldovan, Z. Cai, D.C. Mancini,
and I. McNulty, “Measurement of the spatial coherence function of
undulator radiation using a phase mask,” Phys. Rev. Lett. 90,
074801 (2003).

Fig. 1. One-dimensional URA (left) and measured modulus of the coherence
factor with fits (right) for beamline slits of width (a) 10 µm, (b) 50 µm, (c) 90 µm,
and (d) 170 µm.

Fig. 2. (a) Scanning electron microscope (SEM) image of the zone plate, which is 160 µm

in diameter and has a 50-nm finest zone. (b) An SEM image of the refractive lens. (c)

Focal length of the achromatic lens as a function of photon energy in eV. Theoretical

calculation (solid line) is shown plotted against the experimental data points.

(a) (b) (c)

See: Y. Wang, W. Yun, and C. Jacobsen, “Achromatic Fresnel
optics for wideband extreme-ultraviolet and X-ray imaging,”
Nature 424, 50–53 (2003).
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The ability to focus an x-ray beam to an intense, nanome-
ter-scale spot will open up a world of discovery at molecular
length scales and beyond. Indeed, nanoscale hard x-ray focus-
ing is the cornerstone for the Nanoprobe beamline currently
under development at sector 26 of the APS. A spatial resolu-
tion of 60 nm to 80 nm at an x-ray energy of 10 keV was repro-
ducibly demonstrated at XOR beamline 2-ID-D using a new
Fresnel zone plate lens made of gold with a finest zone width
of 50 nm. Until now, zone plates with 110-nm finest zones pro-
viding focal spot sizes of 150 nm were the workhorse optics in
the 2-ID-D and 2-ID-E x-ray microprobes.With increased beam
acceptance (these zone plates have a diameter of 160 µm,

double that of previous ones used), the new optics significantly
increase the focused x-ray flux density in addition to the spatial
resolution. A second zone plate with a 100-nm finest zone but
with four times the area was tested at 2-ID-E. This zone plate
is now routinely used to provide experiments with greater flux
at similar resolution. These results also demonstrate that the
mechanical performance of the hard x-ray microprobe is capa-
ble of supporting sub-100-nm investigations. Continuing devel-
opment in the optics and mechanical system should lead to
even better spatial resolution. (Contact B. Lai, blai@aps.
anl.gov)

HA R D X-R AY ZO N E PL AT E S

An x-ray monochromator for 2-keV to 4-keV x-rays was
developed and tested at the XOR 2-ID-B beamline. The
instrument uses multilayer-coated diffraction gratings instead
of more traditional gratings or crystal optics, to select a nar-
row band of energies from the x-ray beam with much greater
efficiency than is possible with single-layer-coated gratings.
The energy resolution of the monochromator is typically 1 eV
at 3 keV. This development solves a long-standing challenge of

building an efficient monochromator for this difficult-to-access
energy region, which includes the K-absorption edges of
important elements such as silicon, sulphur, phosphorus, chlo-
rine, and calcium. When the new multilayer grating monochro-
mator is used, the time required to collect sulfur fluorescence
images with the 2-ID-B scanning x-ray microscope was
reduced from hours to minutes. (Contact I. McNulty,
mcnulty@aps.anl.gov) ❍

MU LT I L AY E R SP H E R I C A L GR AT I N G MO N O C H R O M AT O R F O R 2-4-K EV X-R AY BE A M S
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MM icrofocusing high-energy x-rays (E > 50 keV)
poses severe technological challenges for com-
monly used microfocusing optics, such as multi-

layers or Fresnel lenses, due to the very short spatial periodic-
ity that would be required. Perfect Si crystals provide an attrac-
tive alternative in that they are readily available and provide a
spatial periodicity of a few angstroms. In Laue geometry, the x-
ray beam is almost perpendicular to the crystal surface, result-
ing in a minimized footprint on the optical element. However, the
periodicity cannot be tailored as a function of position, and Laue
focusing in this manner requires a large energy bandwidth.

HI G H-E N E R G Y X-R AY MI C R O F O C U S I N G

The Laue microfocusing principle is shown in Fig. 1. The
crystal is bent to provide geometric focusing as described by
the well-known lens equation. Broadening of the focal width by
the crystal thickness can be prevented by an appropriate asym-
metric cut. Tests at XOR 1 beamline 1-ID-B yielded a focused
beam with a full-width, half-maximum size of 1.4 µm at 50 keV
(see Fig. 2). The monochromator was placed on the same opti-
cal table as the sample to prevent focal degradation due to
vibrations. (Contact U. Lienert, lienert@aps.anl.gov.) ❍
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p

bent Si-Laue crystal

Fig. 1. Principle of the microfocusing bent Laue crystal setup. The
focal lengths are p = 35 m and q = 1 m.
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Fig. 2. Width of the focal line as measured by a Au
fluorescence knife-edge scan.
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PP rotein powders present special
difficulties for synchrotron dif-
fraction data collection because

of their sensitivity to the x-ray beam. For
example, with the intensity available on
XOR beamline 1-BM, even a relatively
robust protein, such as hen egg white
(HEW) lysozyme, does not retain crys-
talline integrity for more than 30 min. This
time is insufficient for data collection by
using a single-point diffraction scan with a
crystal analyzer/detector system. To over-
come this problem, a mar345 image-plate
detector and data-processing techniques
have been developed that give diffraction
data of excellent quality.

X-ray Operations and Research
beamline 1-BM has focusing optics, and
these are adjusted to set the beam focus
at the surface of the mar345 detector posi-
tioned 50 cm-100 cm behind the sample
position. The instrument thus operates in a
Guinier camera focusing mode, thereby
eliminating sample dimensions as a com-
ponent of the diffraction line broadening. In addition, the
mar345 image plate is displaced 10 cm vertically to give a wider
2Θ range than afforded by the usual centered position. Figure
1 (left) shows the image resulting from a 40-s exposure of
tetragonal HEW lysozyme at λ = 0.6193 (~20 mar345 at 72.7
cm from the sample. Subtraction of a blank run to remove inher-
ent image-plate flaws, an air-scatter run, a sample-holder run,
and a solvent run yield the image shown in Fig. 5 (right). Each
of these runs requires some scaling to account for different
absorption effects, as well as the more obvious exposure times
that may be employed in their collection. The resulting image
has a relatively feature-free background that is easily modeled
in subsequent Rietveld refinement. The “cake” option in FIT2D
is used to integrate a 60°- 80° azimuthal region centered about
the vertical direction of the image to give a powder pattern suit-
able for further analysis. Each point is assigned a “standard

IMAGE-PLATE DATA COLLECTION AND PROCESSING
FOR PROTEIN POWDER DIFFRACTION

deviation” (as required for the Rietveld analysis) that is propor-
tional to the square root of the intensity and 1/sin2Θ to account
for the variation in intensity statistics arising from the greater
integration length over the image for higher-angle data points.
The improvement in data quality from a single-point scan (from
a consideration of sample size, data-collection time, and
accessed azimuthal angle) is 104-106 for a single image-plate
exposure. This can be higher if a series of exposures are
summed to give a composite image for data analysis. At pres-
ent, these powder patterns have about 2× poorer diffraction
peak resolution than single-point detector scans of the same
material. The smearing effects of the 300-µm “bleed over” on
the mar345 image plate and the limit on focusing sharpness in
the 1-BM optics account for most of this. (Contact R.B. Von
Dreele, vondreele@anl.gov.) ❍

Fig. 1. mar345 image of HEW lysozyme powder obtained in 40-s exposure at beamline
1-BM at 20 keV (left), and image after background subtraction (right).
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PP hase-enhanced, real-time imaging of living insects is
proving to be an important new tool for biologists.
Recently, two major technical challenges associated

with this technique have been tackled: increasing the survival
time of the insects and  increasing the time resolution of the
images. Significant progress has been made on both fronts.
Due to improved optics and an optimized setup, the efficiency
of the XOR 1 detection system has been improved fivefold.
Consequently, increasing the incident x–ray energy from 15
keV to 25 keV was possible, thereby reducing the dose
absorbed in the insect. The per-frame exposure time was
reduced from 1/60 s to 1/120 s, without altering the quality of
the images. At present, the standard setup is limited to 30-Hz
frame rates by the video camera.

As a result of these improvements, the survival of the
insects increased from 10 minutes to more than 60 minutes. In
addition, it is now possible to show that the x-ray beam has no

PH A S E-E N H A N C E D IM A G I N G

significant impact on the insect. Figure 1 shows the respirome-
try data for a grasshopper taken with and without the x-ray
beam. There is no difference in the ‘beam on” and “beam off”
respiration rates. In addition, no increases in the body temper-
atures of the insects were detected. This is a significant result
because it allows insect physiologists to study insects in their
normal state. This work was carried out in collaboration with K.
Greenlee, S. Kirkton, and J. Harrison from Arizona State
University.

In another study carried out with collaborators from The
Field Museum (Chicago, Illinois), a high-speed camera was
used at 1000 frames/s to film the escape-jump mechanism of a
click beetle. It was found that the 10-µs exposure time was still
not short enough to resolve the kinematics. Improvements in
this direction are ongoing and will benefit many other applica-
tions. (Contact W.-K. Lee, wklee@ aps.anl.gov; and K. Fezzaa,
fezzaa@aps.anl.gov.) ❍

220 240 260 280 1020 1040

time, s

0 20 40

2

4

6

8

10

12

beam on

0

Fig. 1. Respirometry data for a grasshopper before and during the image recording. The vertical axis is CO2 emissions in
ppm. The mean frequency at rest is 0.29 Hz (literature average is 0.33 Hz). The mean frequency in the first minute is 0.27 Hz
and in the 17th minute is 0.34 Hz. 

II n high-energy x-ray experiments, focusing can provide spatial resolu-
tion perpendicular to the incident x-ray beam, but gaining spatial reso-
lution in the direction along the incident beam is more challenging. One

method that will provide such resolution is the crossed-beam technique using
a conical slit cell. Figure 1 shows a setup that allows several complete diffrac-
tion rings to be observed simultaneously by using a conical slit cell and a two-
dimensional large-area detector.

The conical slit cell was designed to accept seven reflections from sam-
ples of cubic symmetry. The slit openings are 20 µm. The device was fabri-
cated by IMM in Mainz, Germany. A holder that provides the three transla-
tional and two rotational alignments was designed and built in-house.
Commissioning results indicate that the slit cell meets the specified tolerance
of 2 µm. (Contact U. Lienert, lienert@aps.anl.gov.) ❍

2θ

conical 
slit cell

sample

50 mm

Fig. 1. Confinement of a longitudinal gauge
length parallel to the beam by use of a conical slit
cell. The cell is made of WC and is 2 mm thick.  

CO N I C A L SL I T CE L L
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AA large-area, high-energy x-ray detector from General
Electric (GE) was evaluated at XOR beamline 1-ID.
This detector, the GE Rad, was developed for med-

ical imaging. It is very attractive for many synchrotron applica-
tions because it combines a large area (40 cm × 40 cm) with
fast frame readout (tens of Hz). Several tests were performed
using 80.7 keV x-rays. The results were compared directly to
the widely used mar345 detector. The mar345 is comparable in
size but has a much slower readout (~70 s).

For the given energy, the Rad sensitivity was approxi-
mately 400 e/x-ray photons. This is approximately 30% of the
mar345 value. The signal/noise ratio was about half that of the
mar345. The Rad point-spread function was measured to be
310 µm, which is slightly larger than the 200 µm pixel size and
considerably lower than the point-spread function of the

GE N E R A L EL E C T R I C RA D TM DE T E C T O R

TT he pair distribution function (PDF) method analyzes
both diffuse scattering and Bragg scattering at the
same time. It has emerged as a powerful technique

for extracting structural information about complex and disor-
dered materials, as well as materials that include a range of
amorphous, nanocrystalline, and crystalline phases.
Employing high-energy x-rays generated at the APS, high-
quality, high-Q data can be obtained routinely. However, con-
ventional PDF measurements that use a single energy-resolv-
ing detector are very time consuming, with typical measure-
ments taking 6 to 8 hours.

In collaboration with colleagues from SUNY–Stony Brook,
Michigan State University, and Brookhaven National
Laboratory, a new data-acquisition technique was developed
at XOR sector 1 for measuring PDF data with a two-dimen-
sional (2-D) image-plate detector system. A PDF spectrum is

A RA P I D -A C Q U I S I T I O N,  PA I R-D I S T R I B U T I O N-F U N C T I O N
TE C H N I Q U E US I N G HI G H-E N E R G Y SY N C H R O T R O N RA D I AT I O N

Fig. 1 Left: A two-dimensional diffraction pattern from Ni powder at room temperature
with 97.972-keV x-rays was recorded on the mar345 image-plate detector system.
Below: The reduced structure function F(Q) of Ni powder from Fig. 1. (b) The experi-
mental G(r) (solid dots) and calculated PDF from the refined structural model (solid line).

collected in a few seconds of exposure. The detector readout
time takes a couple of minutes.

To obtain high-quality PDF diffraction patterns, a number of
issues were addressed. The most significant were the correc-
tion of the background signal from Compton scattering and
from fluorescence, and the angle and energy dependencies of
the image plate efficiency. With high-energy x-rays, a Q range
of ~30 Å-1 was achieved, and absorption by the sample and the
environmental chamber was minimized.

Figure 1 shows a 2-D diffraction image of Ni powder.
Figure 2 shows the spectrum after data reduction. The ability to
measure PDF data in relatively short times (minutes instead of
hours) opens the possibility of studying structural changes
under in situ conditions and time-dependent chemical reac-
tions. (Contact P. Lee, pllee@aps.anl.gov.) ❍

Mar345 (420 µm at a pixel size of 100 µm). The spatial distor-
tion for both detectors was at or below 1 × 10-4 over the entire
diameter, with the Rad detector exhibiting slightly larger but
repeatable variations. It should be noted that the Rad detector
was not precalibrated to account for spatial variations (as was
the Mar345), and implementing such corrections should
enhance its performance. In addition, a more recently devel-
oped GE detector (AngioTM) offers similar specifications to the
Rad but with a lower electronic noise, which should enhance
performance for weak signals. Overall, the Rad performance
was encouraging and showed that this “off-the-shelf” technol-
ogy may find a niche in synchrotron applications. These tests
were made with considerable technical support from GE
Medical Systems (Milwaukee, Wisconsin). (Contact J. Almer,
almer@ aps.anl.gov; D. R. Haeffner, haeffner@aps.anl.gov) ❍
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XX -ray Operations and Research sector 4 at the APS
specializes in experiments that manipulate and ana-
lyze the x-ray beam polarization. This capability is

particularly useful for measurements of the magnetic properties
of materials. One of the primary techniques is x-ray magnetic
circular dichroism (XMCD), which measures the difference in
the absorption coefficient (µc = µ+ −µ- ) between opposite helic-
ities of circularly polarized x-rays impinging on a magnetized
sample near an absorption edge. Much like the Faraday and
Kerr rotations of linearly polarized light used in magneto-optical
techniques, this difference is proportional to the sample's mag-
netization, with the added advantage that the resonant process
in the x-ray regime yields element-specific magnetization. The
need to detect very small XMCD signals is essential in order to
address problems of current scientific interest, such as detect-
ing the small induced moments at magnetic/nonmagnetic inter-
faces or probing local magnetism by using helicity-dependent
x-ray absorpton fine structure. Measuring XMCD signals
smaller than ~10-3, however, is difficult with conventional tech-
niques because systematic errors in the data collection
process, rather than simple counting statistics, are the domi-
nant source of uncertainty in the measured spectra. At XOR
beamline 4-ID-D, the limitations of conventional data collection
have been overcome through the use of phase lock-in tech-
niques to extend the sensitivity to signals as small as ~10-6.

A sketch of the phase lock-in instrumentation is shown in
Fig. 1. A monochromatic x-ray beam is incident on a diamond
phase retarder, which converts the linearly polarized incident
beam into either a right- or left-circularly-polarized transmitted
beam. By rotating a thin (400 µm) diamond slightly below or
above the Bragg angle through the use of a PZT rotation stage,
the helicity of the transmitted beam can be reversed rapidly.
The absorption of the sample is measured with two ion cham-
bers, with the sample located in a cryostat/magnet between

PH A S E-LO C K E D DE T E C T I O N TE C H N I Q U E S
F O R XMCD ME A S U R E M E N T S

Fig. 1. Schematic of phase-lock setup along with the inten-
sity and polarization of transmitted beam.

them. Conventional XMCD spectra measure the incident (Vo)
and transmitted (Vt) intensity for each helicity across an
absorption edge, then the difference is computed. On the basis
of the number of absorbed photons, this measurement should,
in principle, yield highly accurate XMCD data in relatively short
integration times. Systematic errors, such as intrinsic electronic
noise in the current amplifiers, ambient electronic noise in the
experimental station, and minute changes in the beam posi-
tion, however, limit the size of practically detectable XMCD dif-
ference signals. By using a phase-locked detection scheme,
the effects of such electronic noise and beam instability can be
eliminated and much smaller differences can be measured.
This is achieved by rapidly switching (5 Hz-50 Hz) the helicity
of the incident beam and using a lock-in amplifier to measure

Fig. 2. Dichroic data at the Fe K edge using the normal
collection method (middle) and the lock-in method
(bottom).  The latter was taken in ~1/10 the time.
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white noise is negligible at the driving frequency and can, there-
fore, be effectively excluded in a lock-in measurement.

Two XMCD spectra taken over an extended energy range
near the Fe K edge (7.11 keV) of an Fe foil are shown in Fig. 2.
The spectrum measured by using standard techniques took
approximately 8 h to collect, while the spectrum taken with lock-
in detection was acquired in less than an hour. Furthermore,
the signal-to-noise level in the “lock-in” spectrum is substantially
less than in the spectrum taken using conventional techniques.
(Contact: Jonathan Lang, lang@aps.anl.gov) ❍

the XMCD. The lock-in amplifier Fourier filters the absorption
signal, isolating the differences at the “locked-in” frequency
coincident with the frequency that is used to drive the phase-
retarder oscillation.

Due to the asymmetric transmitted intensity through the
phase retarder at the ±Pc positions, a specialized electronics
module (the log differentiator in Fig. 1) must be used to properly
normalize the signal while the phase retarder is oscillated dur-
ing data acquisition. Using this technique, XMCD differences
that are thousands of times smaller than the noise sources men-
tioned above can be extracted, because the spectral weight of

TT he most serious obstacle to determining the struc-
tures of proteins and other biological macromolecules
by x-ray diffraction concerns the initial step of the

process, which involves growing macromolecular crystals of
suitable perfection. The effects of crystal microdefects on topo-
logical maps remain largely unknown because, until recently,
dislocations and other microdefects could not be detected in
the x-ray diffraction images under normal circumstances. The
intrinsically weak scattering power of x-rays in protein crystals
is one of the key factors responsible for the difficulty of x-ray
imaging defects in these important systems.

In the last few years, however, substantial decreases in
beam size and divergence offered by third-generation synchro-
tron x-ray sources have led to an upsurge in the development
of various x-ray imaging and diffraction techniques that capital-
ize on the spatial coherence of these sources. The highly
coherent hard x-ray beams have enabled researchers to
observe phase-difference-based contrast effects in diffraction
images that permit the detection and characterization of dislo-
cations and other small lattice irregularities with unprecedented
sensitivity.

Researchers from the NASA/Marshall Space Flight Center
and the APS employed a phase-sensitive x-ray diffraction imag-
ing approach that augmented the contrast of defects in bulk
hen egg-white lysozyme (HEWL) and ferritin protein crystals.
The experiments were carried out at the XOR beamline 2-BM
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Fig. 1. (a) Phase-contrast x-ray diffrac-
tion image of a lysozyme crystal show-
ing individual line defects (D), originat-
ing at the initial nucleus, and inclusions
(I). (b) Phase-contrast x-ray image of
the corresponding crystal. (c) and (d)
reveal a dehydration-induced micro-
structural change. (e) 4 4 0 rocking
curves; the square and round data
points correspond to (c) and (d),
respectively.

PHASE-SENSITIVE X-RAY DIFFRACTION IMAGES
OF MICRODEFECTS IN BIOLOGICAL MACROMOLECULAR CRYSTALS
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The work demonstrates that lattice defects and irregulari-
ties in weakly scattering protein crystals can be thoroughly
mapped by simply incorporating the phase information of exit-
ing x-rays into diffraction imaging. The direct mapping of the
defect distribution and variations in intrinsic structural quality
across an entire crystal can offer insights into macromolecular
crystal perfection and growth, and have an impact on structural
biology as well. Applying this approach to biological macromol-
ecular systems could provide a new way to characterize struc-
tural defects, their properties, and the causes of lattice disorder
in a wide spectrum of macromolecular crystals. ❍

See: Z.W. Hu1, B. Lai2, Y.S. Chu2, Z. Cai2, D.C. Mancini2, B.R.
Thomas,1,3 and A.A. Chernov1, “Phase Sensitive X-Ray
Diffraction Imaging of Defects in Biological Macromolecular
Crystals,” Phys. Rev. Lett. 87(14), 148101-1 to 148101-4 (1
October 2001).
Author affiliations: 1NASA/Marshall Space Flight Center,
2Argonne National Laboratory, 3University of Alabama in
Huntsville

This research was supported by NASA under NCC8-66-050 and an
ITD award. Use of the Advanced Photon Source was supported by the
U.S. Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.

at the APS. A Si(111) double-bounce monochromator was
used to deliver a “monochromatic” beam with DE/E ~0.01%; a
six-circle Huber diffractometer was employed along with a scin-
tillation detector and a charge-coupled-device camera to per-
form rocking-curve and imaging measurements.

Well-faceted and optically defect-free tetragonal HEWL
and cubic ferritin crystals were loaded into quartz capillaries
and fully bathed in the incident x-ray beam for the measure-
ments. Reflections of choice were picked up for diffraction imag-
ing using rays that had exited the crystal. By properly changing
the object-to-detector distance, the researchers were able to
optimize the phase contrast effects, which allowed a variety of
defects to be observed in great detail for the first time. Sets of
high-angular-sensitivity x-ray diffraction images of the HEWL
crystals revealed defects such as dislocations, dislocation
loops (or half loops), and additional structural features. The
enhanced defect contrast resulted primarily from the strong
phase contrast effects produced by “defocusing.” Rich contrast
structures were observed with uniformly grown ferritin crystals,
as well. Not only were individual dislocations running in a spe-
cific orientation resolved, which originated at the central growth
region of the protein crystal, but also a microstructural change
induced by dehydration was mapped throughout the crystal
(Fig. 1).

SS ER-CAT (APS  sector 22) is currently testing
procedures for the optimal use of soft x-rays
for macromolecular structure determination. A

focused Cr-radiation x-ray source (λ = 2.29 Å) at the
University of Georgia is serving as a convenient test
bed for handling data collection and structure determi-
nation techniques related to the use of longer-wave-
length x-rays. For most elements, including calcium,
sulfur, and many metal atoms, the anomalous scatter-
ing signal (delta F´´) using 6-7 keV x-rays is signifi-
cantly larger than that observed using 12 keV x-rays.
Soft x-rays could potentially enhance the use of these
atoms and metal atoms as internal phasing probe(s)
when they are naturally present in the crystal.

Us ing h igh- in tens i ty  chromium rad iat ion
(λ = 2.29 Å) ,  a test bed for optimizing data collec-
tion with synchrotron soft x-ray beams has been devel-
oped, with the aim of advancing direct crystallography
at SER-CAT, as well as at in-house facilities. Direct
crystallography, structure determination from un-
derivatized native protein crystals relies on the accu-
rate detection of a single-wavelength anomalous scat-
tering (SAS) signal from sulfur and/or metals present in
the native protein crystals. Since the anomalous scat-
tering signal strength for an atom depends on the
energy of the x-rays used in the analysis and generally

US I N G SO F T X-R AY S
F O R MA C R O M O L E C U L A R ST R U C T U R E DE T E R M I N AT I O N

Fig. 1. University of Georgia researcher Doowon Lee sets up an experiment on the
CHROMOS I soft x-ray test bed. The test bed consists of a chromium rotating anode,
special chromium confocal focusing optics, and a commercial image-plated detec-
tor modified with a helium beam path and low absorbing windows.

NN OO VV EE LL XX --RR AA YY TT EE CC HH NN II QQ UU EE SS &&   IINN SS TT RR UU MM EE NN TT AA TT II OO NN
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requirements of the selenomethionine multiple anomalous dis-
persion experiment. Little attention has been paid to optimizing
performance in the 1.5- to 2-Å wavelength range required for
successful sulfur SAS data collection. The CHROMOS I soft x-
ray test bed shown in Fig. 1 will allow SER-CAT to develop and
refine soft x-ray data collection strategies without using valu-
able synchrotron beam time.The CHROMOS I test bed will also
be used to set initial benchmarks for beamline optimization
using soft x-rays. (Contact J. Chrzas, chrzas@ anl.gov) ❍

increases with wavelength, soft x-rays (λ ~ 2 Å) should offer a
means of increasing the sulfur anomalous scattering signal
strength in the data, if absorption, which also increases with
increasing wavelength, can be addressed.

An obvious source of soft x-rays is synchrotron radiation,
because the wavelength of the x-rays produced is in the range
of 0.6 to 2.3 Å, depending on beamline configuration. However,
most modern beamlines are optimized for data collection near
the selenium absorption edge at ~0.97 Å, dictated by the

TT he study of the interactions of large deflection bend-
ing strains and anticlastic curvature provides impor-
tant clues for understanding the deformation of cylin-

ders, cone-like structures, spheres, and shells under stress.
Such knowledge is valuable for fundamental materials science
as well as a wide range of technological design and construc-
tion applications. Although white beam differential-aperture x-
ray microscopy (DAXM) has been used for the study and meas-
urement of strain and anticlastic bending with micron resolution
in three dimensions (3-D), it is not possible to determine dilata-
tional strain, using white beams. Collaborators from Oak Ridge
National Laboratory and Howard University have developed a
scanning-monochromatic version of DAXM that makes µm-res-
olution 3-D studies of local lattice dilatations and tilts possible.
Investigators from Oak Ridge National Laboratory and Howard
University, using the MHATT/XOR (sector 7) and UNI-CAT
(sector 34) microbeam capabilities at the APS, have demon-
strated this new form of DAXM by measuring Poisson strain
gradients and anticlastic curvature in strongly bent silicon.

The experimenters cylindrically bent a thin rectangular sili-
con plate, 25 µm in thickness by 10.6 mm in length by 8.74 mm
in width, into an arch with a principal bend radius R = 3.06 ±0.02
mm at the center, giving a Searle parameter of  β = 1009. In
contrast to the 20-50 Bragg reflections that must be depth-pro-
filed using white beam DAXM, the scanning monochromatic
DAXM technique is more simple in that it uses only one Bragg
reflection, which is profiled by a 50-µm platinum wire and a
charge coupled device detector. To obtain the Bragg energy for
each depth measured, a two dimensional scan of the x-ray
microbeam energy versus the platinum wire position was per-
formed with least-squares fitting to locate the center of the
energy distribution.

White microbeam Laue diffraction measurements showed
anticlastic rotations of nearly 0.3° at the edges of the silicon
arch that decay in the middle of the arch to a series of approx-
imately 0.01° to 0.02° oscillations that persist across the width
of the arch.

Comparison of the anticlastic curvature measurements
observed with those predicted by Fopl-Von Karman equations

(using anisotropic, closed form solutions) yields some interest-
ing results. At the edges of the silicon plate, the measured anti-
clastic rotations agree well with those predicted by the Fopl-
Von Karman calculations, reaching the R/ν radius of curvature
limit for distances of less than the plate thickness from the
edge, where ν is the anisotropic Poisson’s ratio. On the other

SC A N N I N G MO N O C H R O M AT I C DAXM
A S A TO O L F O R MI C R O N-R E S O LU T I O N L AT T I C E DI L ATAT I O N
A N D CU R VAT U R E ME A S U R E M E N T S

Fig. 1. Micron-resolution depth-resolved measurements and
anisotropic calculations of Poisson strain as a function of depth
in cylindrically bent silicon. The strain εzz is the fractional
change in the lattice spacing normal to the surface.
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hand, the small but persistent oscillations observed across the
center of the arch are much larger than 100 times the amplitude
predicted by linear elasticity and finite element calculations.

Micron-resolution depth-resolved Poisson dilatational strain
was measured as a function of depth both at the center and the
edge of the arch. As shown in Fig. 1, the depth-resolved dilata-
tion measurements are consistent with the anticlastic curvature
modified strain values predicted from anisotropic linear elasticity
calculations, within the ±10-4 measurement uncertainty.

This scanning-monochromatic extension of DAXM makes
it possible to measure absolute lattice parameters with micron
spatial resolution in three dimensions for the first time.
Moreover, it has several advantages over white beam tech-
niques: it requires profiling of only a single Bragg peak, it can
provide local lattice tilts as well as dilatations, and, since energy
scans are usually less than a few hundred electron volts, it is
possible to use chromatic focusing optics such as Fresnel zone

plates, as well as achromatic focusing mirrors. ❍

See: W.Yang1, B.C. Larson1, G.E. Ice1, J.Z.Tischler1, J.D. Budai1,
K.-S. Chung1, and W. P. Lowe2, “Spatially resolved Poisson strain
and anticlastic curvature measurements in Si under large deflec-
tion bending,” Appl. Phys. Lett. 82(22) (2 June 2003).
Author affiliations: 1Oak Ridge National Laboratory, 2Howard
University
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Energy Sciences, Division of Materials Sciences under Contract No
DE-AC05-00OR22725 with Oak Ridge National Laboratory, managed
by UT-Battelle, LLC. Work performed on the MHATT/XOR beamline at
the APS was supported in part by DOE Grant No. DE-FG02-
99ER45743; UNI–CAT is operated by UIUC, ORNL, NIST, and UOP
Research, Inc. Use of the Advanced Photon Source was supported by
the U.S. Department of Energy, Office of Science, Office of Basic
Energy Sciences, under Contract No. W-31-109-Eng-38.

AA deep parabolic lens made from
lithium has been demonstrated
by researchers from the

University of Michigan and the
Experimental Facilities Division of the
APS, together with a colleague from a
small research and development company,
Ecopulse. The first lithium-based x-ray
optic was a multiprism collimator that was
relatively easy to make and quite useful,
thanks in part to its adjustable focal length,
but it could not image. The lithium para-
bolic lenses have constant focal length
and collimate x-rays very well, too, but they
also are imaging devices. With future ver-
sions of these lenses, 6-keV to 12-keV x-
rays can be used, as in conventional visi-
ble optics, for imaging, microscopy, etc.
Refractive lenses from lithium are uniquely
promising for future x-ray sources with very high power levels,
such as the Linac Coherent Light Source at the Stanford Linear
Accelerator Center in Palo Alto, California, and the Tesla high-
gain, single-pass, free-electron laser at the DESY laboratory in
Hamburg, Germany.

Lithium corrodes easily when it is in the open atmosphere,
so the lithium lens is carefully packed in a hermetic enclosure
with beryllium entrance and exit windows. The present pack-
age, as shown in Fig. 1, is simply a 2.75-in. conflat nipple that
fits the standard manipulation stages. Alignment is easy,
because the lens’s optical axis is close to the nipple’s symme-
try axis. Figure 2 shows a 23-fold demagnified image of the (2-
sigma) 680-µm-wide and 28-µm-high x-ray source at the
MHATT/XOR 7-ID beamline. The width of the primary image is
30 µm, as it should be, but the height of the image should be
1 µm, not the 5 µm that is the resolution limit of the diagnos-

A DE E P PA R A B O L I C RE F R A C T I V E LE N S F O R X-R AY S

tics (a scintillator screen observed through a microscope by a
charge-coupled device camera). The 20-fold gain in intensity
as measured by the diagnostics is largely consistent with the
resolution-limited image and the 60% transmission of the x-
rays, but it is many times lower than the 300-fold increase in
intensity expected from an ideal image. Another problem is
reflected in the image’s imperfect shape: some x-rays end up
next to the main image, and a few outliers even form a wide
halo. These problems come from deviations of the ideal para-
bolic shape and should disappear with better manufacturing
procedures.

The lens designs in this work are standard and were
demonstrated earlier at the European Synchrotron Radiation
Facility by refractive x-ray lens pioneers such as Snigirev,
Lengeler, and colleagues (see, e.g., www.x-ray-lens.de). The

Fig. 1. Lithium lens package.
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multiprism lens was suggested by Cederstrom (see, e.g.,
gluon.particle.kth.se/~ceder/). A group at Adelphi
Technologies recently made lithium lenses, but of a different
design (see www.adelphitech.com and Rev. Sci. Instrum.
74, 2262 [2003]). ❍

See: N.R. Pereira1, E.M. Dufresne2, R. Clarke2, and D.A.
Arms3, “Parabolic lithium refractive optics for x rays,” Rev.
Sci. Instrum. 75(1), 37-41 (January 2004).
Author affiliations: 1Ecopulse Incorporated, 2University of
Michigan, 3Argonne National Laboratory

The work of N.R.P. was done with support from MDA through SBIR
Contract No. N00178-02-C-3119 and is monitored by the Naval
Surface Warfare Center, Dahlgren Division. Work supported in part
by DOE Grant Nos. DE-FG02-03ER46023 and DE-FG02-
00ER15031, and by the NSF FOCUS physics frontier center. Use
of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38. Fig. 2. A 23-fold demagnified image of the (2-sigma) 680-µm-wide and

28- µm-high x-ray source on 7-ID.

TT he shot-to-shot timing jitter of an x-ray streak camera
developed at XOR 1 was reduced to close to 50 fs
when it was triggered by a standard kilohertz laser

with 1.2 % root-mean-square pulse energy fluctuation.This was
achieved by improving the response time of deflection plates
and the rise time of the ramp pulse generated by a photocon-
ductive switch and by operating the photoconductive switch at
optimum conditions. Furthermore, after reducing the angular
distribution of an electron bunch, the temporal resolution of the
x-ray streak camera operating in accumulation mode was bet-
ter than 600 fs, as shown in Fig. 1 at right. An x-ray test of the
streak camera has been performed at MHATT/XOR (sector 7),
where a single shot of an APS single-bunch x-ray signal has
been observed.

See: “An accumulative x-ray streak camera with sub-600-fs
temporal resolution and 50-fs timing jitter,” J. Liu1, J. Wang1,
B. Shan2, C. Wang2, and Z. Chang2, Appl. Phys. Lett. 82(20),
3553-3555 (19 May 2003).
Author affiliations: 1Argonne National Laboratory, 2Kansas
State University

This work was supported by the U.S. Department of Energy, Office of
Science, Office of Basic Energy Sciences, under Contract No. W-31-
109-Eng-38.

ULT R A FA S T X-R AY ST R E A K C A M E R A

Fig. 1. Averaged lineout of the streak images with corresponding
actual images (top) of two 30-fs ultraviolet pulses separated by
1650 fs (a) and 825 fs (b).
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RR equests for beam time at syn-
chrotron radiation beamlines ded-
icated to macromolecular crystal-

lography have increased significantly in the
past several years, and it is anticipated that
this trend will continue. In response to this
growing demand, the General Medicine and
Cancer Institutes Collaborative Access Team
(GM/CA-CAT) was established by two part-
nering institutes at the National Institutes of
Health (NIH). The National Institute of
General Medical Sciences (NIGMS) and the
National Cancer Institute (NCI) are funding
the construction and operation of a national
user facility for crystallographic structure
determination of biological macromolecules
by x-ray diffraction at sector 23 of the APS.

Beam time will be available to users
through the APS general user program and
to grantees of the partnering institutes for special programs. The
special program of the NIGMS is the Protein Structure Initiative in
structural genomics was formed to study protein structural fami-
lies and structural folds. This project will require the determination
of a large number of protein structures in a high-throughput mode.
The NCI has a special program for targeted drug design with the
goal of transforming the process by which cancer therapeutics
and preventatives are discovered, developed, and tested.
Structural analyses will be necessary to determine how candidate
drugs interact with their protein targets and to further refine drug
design. In common with the structural genomics initiative, this will
require the most advanced methods for rapid data collection and
structure determination of the widest range of protein types at the
highest available resolution.

In order to maximize the x-ray beam available to GM/CA-CAT
users, the insertion device (ID) beamline at sector 23 has been
equipped with the canted undulator configuration developed by
the APS in response to the need for efficient use of APS sectors
dedicated to macromolecular crystallography (see “Dual-canted
Undulators” in the section, “The APS Light Source”). In the dual-
canted undulator geometry [1], two hard x-ray insertion devices
are placed co-linearly in the same straight section. The first suc-
cessful implementation of the dual-canted undulator design was
demonstrated in August 2003 at GM/CA-CAT sector 23.

Two insertion device beamlines in one sector can poten-
tially double scientific throughput. But the design of the beam-
lines should allow them to operate independently while not com-
promising the performance characteristics of the two lines. The
1-mrad separation between the two beams will not accommodate
a modern macromolecular crystallography experimental setup
with a large-format mosaic charge-coupled device (CCD) detec-
tor. So the x-ray optical design must significantly increase the
separation between the two beamlines.

In seeking a solution to this issue, GM/CA-CAT considered
several possible designs, such as large-offset, double-crystal
monochromators (DCMs) diffracting in the vertical or horizontal
plane; pairs of white-beam mirrors; and pairs of vertical-deflecting
monochromatic mirrors. Each of these designs was rejected for
various reasons.

One design goal was minimizing the differences between the
two beamlines for operational simplicity (Fig. 1). Each beamline
employs a DCM to select the x-ray energy. Both the first and sec-
ond crystals are indirectly cooled with liquid nitrogen, thereby
removing potentially leaky cryogenic seals with the silicon. The
outgoing monochromatic beam is maintained parallel to the inci-
dent white beam because the two crystals are at nearly the same
temperature (77K), i.e., they have the same d-spacing.
Dispersion of the Bragg angles of the first and second crystals as
a function of energy (tuning error) is minimized by using a 160-
mm-long second crystal and eliminating a Bragg parallel motion.
The beam can be focused in both the vertical and horizontal
plane with a pair of mirrors oriented in a Kirkpatrick-Baez (K-B)
geometry [2]. These mirrors are constructed of modular piezo-
electric bimorph materials [3]. The vertical focusing mirror has
four segments, and each segment contains four electrodes. The
horizontal focusing mirror has seven segments, each with two
electrodes.The bimorph mirrors are shaped to focus the x-rays by
applying a voltage to all the electrodes. By applying slightly dif-
ferent voltages to the various electrodes, one can control the
detailed shape and minimize the slope error of the mirrors, result-
ing in a finely focused beam with minimal tails.

The major difference between the two ID beamlines is the
location of the DCM and the addition of horizontal deflecting
mirrors (HDMs) for the IDout beamline (Fig. 2). The DCM for
IDout is positioned further upstream than the IDin DCM (29 m
versus 62 m). The white IDin beam and the monochromatic IDout
beam are separated by 30 mm in the vertical direction and 30 mm

DUA L-C A N T E D UN D U L AT O R S AT T H E GM/C A-C AT
IN S E R T I O N DE V I C E BE A M L I N E S

Fig. 1.  Schematic view of the x-ray optics of the two ID beamlines.
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in the horizontal direction at 30 m from
the center of the two undulators. This
allows the pair of HDMs to intercept the
monochromatic beam sequentially and
further deflect the beam horizontally. The
mirrors have a unique “T”-shaped cross
section to allow clearance for the neigh-
boring white beam.The HDMs will be ori-
ented at a fixed 4.0-mrad angle of inci-
dence, thereby increasing the separation
to 17.0 milliradians between the two
beams. The resulting horizontal separa-
tion in the outboard experimental station,
at approximately 56 m from the source,
is ~500 mm.The performance character-
istics of the two ID beamlines and the
bending magnet beamline are summa-
rized in Table 1.The energy of IDout is limited to 20 keV because
of the high energy cut-off of the horizontal deflecting mirrors.

The end stations will be designed for streamlined, efficient
throughput for a variety of crystal sizes and qualities, repre-
senting the cutting edge of structural biology research (Fig. 2).
Each ID beamline will be independently tunable for multiwave
anomalous dispersion experiments over a wide energy range.
They will feature a variable sample-to-source distance, to
enhance the control of beam convergence, and rapid-readout,
large-format, multi-element CCD detectors, with achievable
resolution up to 0.6 Å. Automation of sample mounting, beam
alignment, and data collection is incorporated in the design. ❍

This work supported by the NIH National Institute of General Medical
Sciences, and the National Cancer Institute. ACCEL Instruments,
GmbH, Bergisch Gladbach, Germany has been responsible for the
detailed design and fabrication of the beamline components. Use of the
Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.

See: R.F. Fischetti1, J.L. Smith2, L.E. Berman3, W. Diete4, R.
Signorato4, R. Benn1, S. Stepanov1, R. Sanishvili1, S. Xu1, A.
Urakhchin1, O. Makarov1, and W.W. Smith1, “Insertion Device
Beamlines Based on the Dual-Canted Undulator Concept,” in
preparation.
Author Affiliations: 1Argonne National Laboratory, 2Purdue
University, 3Brookhaven National Laboratory, 4ACCEL
Instruments, GmbH
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Fig. 2.  Plan and elevation views of the two ID beamlines.

Table 1. ID and BM beamline characteristics.

IDin and IDout BM
Energy range (keV) 3.5–35, 3.5–20 3.5–35
Energy resolution
(%, full vertical opening angle) <0.02 <0.02

Flux @ 12 keV
(photons/sec/100 mA/0.02% BW >1.0 x 1013 >1.0 x 1011

Harmonic contamination (%) <0.01 <0.01
Rate of energy change at 6.5 keV (eV/sec) 350 350

at 12.0 keV (eV/sec) 3500 3500
Beam position stability after 100-eV change
(% of beam size (FWHM)) <5 <5
Beam position stability after 1000-eV change
(% of beam size (FWHM)) <10 <10

Beam size at crystal (µm) 50 ×× 200 (V ×× H) 100 ×× 200 (V ×× H)
Beam divergence at crystal (mrad) 0.05 ×× 0.25 (V ×× H) 0.25 ××2.0 (V ×× H)
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VV iewed with the naked eye, the mir-
ror-like surface of a still liquid
appears flat beyond measure. Yet,

at atomic length scales, such a surface may
be as wrinkled as the back of Methuselah's
hand. Researchers rely on x-ray scattering to
detect and measure such submicroscopic
roughness. A team from the University of
Chicago (UC) and the University of Illinois at
Chicago (UIC) has developed a spectrometer
that provides unprecedented spatial resolu-
tion of the features on liquid surfaces and liq-
uid-liquid interfaces. With colleagues from
Harvard University, and the University of
Queensland, Australia, the researchers
recently demonstrated the device's potential
in a first series of measurements at the APS.

The liquid surface/interface spectrometer
at the ChemMatCARS-CAT beamline 15-ID
(Fig. 1) takes advantage of the high brilliance
and wide energy range provided by the beam-
line. The beam scatters off a single-bounce
steering crystal, which directs the x-rays down
on to the sample. After scattering from the liquid surface or
interface, the x-rays pass into an x-ray detector. Thanks to the
beamline optics, the spectrometer can reach higher energies
and momentum transfers than similar devices elsewhere. And
that means the spectrometer can resolve smaller spatial fea-
tures and handle a wider range of samples than rival devices.

For example, the researchers measured the specular
reflectivity of the interface between a hydrocarbon known as
2-heptanone and underlying water (Fig. 2). Agitated by thermal
motion and tugged by surface tension, the interface should rip-
ple with capillary waves, which affect its reflectivity. According
to theoretical calculations, those waves should have wave-
lengths of about 7 Å. By tracking how the reflectivity varied with
the angle between the incident beam and the interface, the
researchers confirmed the prediction. The beamline can pump
out x-rays with energies up to 32 keV, which can penetrate an
unusually wide variety of liquids, including water.

The spectrometer's ability to reach high momentum trans-
fer also makes it ideal for studying atomic-scale layering in liq-
uids, such as liquid tin. Theoretical models suggest that, as
with other liquid metals, the surface of liquid tin should have a
layered structure, with the electron density varying from layer
to layer. The structure should affect how the reflectivity of the
surface varies with the angle of incidence. Measurements with
the spectrometer confirmed these predictions.

The spectrometer can also accommodate bulky samples,
such as large vacuum chambers to study liquid metals or
Langmuir troughs for the study of single layers of molecules
supported by a liquid's surface. For example, the researchers

Fig. 1. The liquid surface/interface spectrometer at ChemMatCARS.

AN UN P R E C E D E N T E D LO O K AT RI P P L E D SU R FA C E S
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Fig. 2. Data and a fit for x-ray reflectivity from the 2-hep-
tanone/water interface at 25°C. The measured interfacial width is
6.9 ± 0.2Å and can be compared to the value calculated from
capillary wave theory of 7.3 Å. The interfacial width is smaller than
the capillary wave value, but the discrepancy is only a 2-sigma
effect.
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HH igh-resolution optical devices, such as spectrome-
ters and interferometers, are useful for making pre-
cise wavelength measurements in atomic spec-

troscopy, astrophysics, and many other physical and biological
science applications, including use as interference filters and
resonators in laser physics. The ability to use such devices
when working with x-rays would be highly desirable. However,
compared to visible light, x-ray photons have much higher
energy  and thus smaller wavelengths, making beams of x-rays
difficult to reflect off surfaces. If the reflection obstacle could be
overcome, x-ray interferometers could be extremely useful as
interference filters having micro-eV spectral resolution to study
the dynamics of solids, liquids, and macroscopic biological mol-
ecules.

Experimentalists from Hamburg University and Argonne
National Laboratory, using XOR beamline 3-ID have succeeded
in reflecting x-ray light directly backward and producing the first
x-ray interference waves by means of a prototype x-ray Fabry-
Pérot interferometer. This type of interferometer splits a beam
and brings back together portions of the resulting multiple
beams to a detector that can measure the interference between
them. Since the interfering beams were split from the same ini-
tial beam, they were initially in phase. Their relative phase when
they meet back at the detector depends on the difference in the
lengths of their optical paths. By measuring the phase shifts of
the beams, scientists can study the properties of extremely
small-scale phenomena.

The primary components of the simplest Fabry-Pérot inter-
ferometer are two highly reflecting, low-absorbing parallel mir-
rors. A standing wave, or multiple reflections, of electromagnetic
radiation can be created by adjusting the gap between the mir-

DE M O N S T R AT I N G A FA B R Y-PÉ R O T IN T E R F E R O M E T E R
F O R HA R D X-R AY S

Fig. 1. Energy dependence of reflectivity from the sapphire
x-ray mirrors(top) and from the x-ray Fabry-Pérot interfer-
ometer (bottom). Additional periodic “beat” modulation in
the interferometer spectrum demonstrates a two-crystal
interferometric effect (vertical dashed lines). Theoretical
spectra (solid red lines) are overlaid on data.

menters to probe higher out-of-plane and in-plane momentum
transfers than competing devices.

The first measurements only scratch the surface of the
spectrometer's capabilities. The facility is open to general
users, and future experiments are sure to add many new wrin-
kles to the science of liquid surfaces and interfaces. ❍

See: B. Lin1, M. Meron1, J. Gebhardt1, T. Graber1, M.L.
Schlossman2, and P.J. Viccaro1,  “The liquid surface/interface
spectrometer at ChemMatCARS synchrotron facility at the
Advanced Photon Source,” Physica B 336, 75-80 (2003).
Author affiliations: 1ChemMatCARS, The University of
Chicago, 2University of Illinois at Chicago

ChemMatCARS is principally supported by a combined grant from the
National Science Foundation and the U.S. Department of Energy, Basic
Energy Sciences, under grant number CHE0087817. The Advanced
Photon Source is supported by the U.S. Department of Energy, Office
of Science, Office of Basic Energy Sciences, under contract No. W-31-
109-Eng-38.

studied the reflectivity of water covered with a monolayer of
chain-like surfactant molecules, one end of which attracted
water, and the other end of which repelled it. When compared
with a theoretical model, the data indicated that the molecules
stood out perpendicularly from the surface, like so many blades
of grass in a thick lawn. Similarly, the team studied the reflec-
tivity of disk-shaped porphyrin molecules on the surface of salt
solutions. In this case, the data suggested that when the film
was gently squeezed laterally with a specialized bar, the mole-
cules began to tilt upward like snake scales, instead of lying flat
like lily pads.

The researchers also studied the in-plane scattering from
the surface of a dilute gallium-thallium alloy. In these measure-
ments, the scattering changed not only the component of the
x-ray's momentum perpendicular to the surface, but also the
component of the momentum parallel to it. The scattering
varies as a function of in-plane momentum transfer, and such
variations revealed the structure of the monolayer of thallium
on the surface of the alloy. The spectrometer allows experi-
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TH E HA R D X-R AY NA N O P R O B E BE A M L I N E AT APS SE C T O R 26

AA hard x-ray nanoprobe with a spatial resolution of 30
nm is being constructed at APS sector 26. It uses x-
rays with photon energies between 3 and 30 keV.

This makes most elements in the periodic system accessible
for x-ray fluorescence imaging using K and L atomic transitions
at attogram sensitivity. Large penetration lengths (e.g., 140 µm
in Si at a photon energy of 10
keV) allow imaging of buried fea-
tures. Diffraction techniques will
be used to probe local strain,
structure, and orientation.

Two imaging modes, a scan-
ning-probe mode and a full-field
transmission mode, will be com-
bined in a single instrument (Fig.
1). In the scanning probe mode,
incident x-rays are focused into a
small, diffraction-limited spot on
the specimen. Photons from sec-
ondary processes, such as fluo-
rescence and scattering, are
used for image formation. In the
full-field transmission mode, the
specimen is illuminated by a con-
densor system, and a magnified
image of the specimen in phase
and/or absorption contrast is

Fig. 1. Design concept for the nanoprobe beamline. An astigmatic beamline design provides spa-
tial filtering in the horizontal direction to match the effective horizontal source size to the vertical
beam size. A double-mirror layout provides a fixed exit and higher harmonics rejection. A double-
crystal monochromator selects the desired energy. The change between scanning-probe mode
and full-field transmission mode is achieved by moving the condensor zone plate, focusing zone
plate, and objective zone in and out of the beam.
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rors to a distance that is one-half the radiation wavelength.
Multiple reflections of x-rays had been previously reported in a
system with two parallel silicon crystals, but the intensity of the
reflected x-ray beams was too low to be useful for interferome-
try work.

Instead of using silicon crystals, the researchers employed
sapphire crystals (α-Al2O3) that provided the necessary high
reflectivity. The crystals were grown using a heat-exchange
method. Dislocation-free samples were chosen after examining
the grown crystals by white beam x-ray topography. The sap-
phire mirrors were placed at a distance of dg ≈ 50 mm and
aligned parallel to each other to better than 0.3 microradians.
Measurements were performed using x-rays monochromatized
to a bandwidth of 2 meV before being directed normal to the
mirrors with an accuracy of ± 5 microradians. The researchers
measured the energy dependence of the interferometer reflec-
tivity (Fig. 1) and the time dependence of  the interferometer
response to the excitation with 100-ps pulses of the incident x-
ray photons.

As the x-ray energy approached the maximum reflectivity
of the crystal mirrors, multiple-reflection signals reappeared
every 358 picoseconds, with descending strength observed—
the result of the x-rays bouncing back and forth between the
mirrors. When the x-ray energy matched the maximum reflec-

tivity, a train of more than 30 peaks was observed, produced by
≈ 60 reflections.This and other experimental data showed direct
evidence that the prototype two-crystal x-ray Fabry-Pérot inter-
ferometer performed successfully. A set of 0.76 micro-eV broad
Fabry-Pérot transmission resonances were measured by the
time response of the interferometer. Interference patterns were
observed directly in spectral dependences of reflectivity (Fig.1).

Future efforts will include (1) developing a combined opti-
cal/x-ray Fabry-Pérot interferometer (as sapphire is transparent
to visible light, and optical sapphire mirrors can be fabricated
using thin-film metalization) to directly link the wavelengths of
optical photons and Mossbauer photons (in the x-ray part of the
spectrum), and (2) developing interference filters with micro-eV
spectral resolution for studying the dynamics of solids, liquids,
and macroscopic biological molecules. ❍

See: Yu.V. Shvyd’ko1, M. Lerche1, H.-C.Wille1, E. Gerdau1, M.
Lucht1, H.D. Rüter1, E.E. Alp2, and R. Khachatryan2, “X-Ray
Interferometry with Microelectronvolt Resolution,” Phys. Rev.
Lett. 90(1), 013904-1 to 013904-4 (10 January 2003).
Author affiliations: 1Universität Hamburg, 2XOR 3, Argonne
National Laboratory

Use of the Advanced Photon Source was supported by the U.S.
Department of Energy, Office of Science, Office of Basic Energy
Sciences, under Contract No. W-31-109-Eng-38.

recorded by an area detector behind the specimen. In combi-
nation, these two modes fully use the radiation properties of an
insertion device at a third-generation synchrotron source. In
the scanning probe mode, the spatially coherent fraction of the
undulator beam is used, taking advantage of the high brilliance
provided by the APS. The full-field transmission mode uses the
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entire, partially coherent undula-
tor beam. To achieve the highest
x-ray optical resolution, we plan
to use Fresnel zone plates as
focusing and imaging optics.

Two collinear APS undula-
tors A with a period length of λu =
3.3 cm were chosen as the
source of high-brilliance x-rays.
This will maximize the brilliance
and thereby the coherent flux in
the existing APS ring layout. To provide spatially coherent illu-
mination for the primary scanning probe mode, the beamline
employs spatial filtering in the horizontal direction using a hor-
izontally focusing mirror system at 30 m from the source and a
horizontal slit (beam-defining aperture, BDA) at 40 m from the
source. The mirror system consists of an elliptically bent, hori-
zontally focusing mirror, M1a, and a plane mirror, M1b. This
approach provides a fixed exit angle, improves higher harmon-
ics rejection, and reduces the heat load on the components fur-
ther downstream in the beamline. Using stripes of Pt, Cr, and
Si, this double-mirror scheme allows us to tune the cutoff
energy to any value between 3 keV and 30 keV. Because the
beam-defining aperture is positioned downstream of the mirror,
the mirror is always illuminated along its full length and mini-
mizes thermally induced slope errors. A double-crystal mono-
chromator using Si <111> crystals will be placed 65 m from the
source. Since no spatial filtering is provided in the vertical
direction, slope errors resulting from heat-induced strain on the
first crystal are of concern, and cryogenic cooling will be imple-
mented. Several additional auxiliary beamline components are
planned, including a crystal polarizer, a large-bandpass mono-
chromator, and a beam chopper.

The nanoprobe instrument will provide spectromicroscopy,
nanospectroscopy, and diffraction contrast imaging as well as
full-field imaging of two-dimensional (2-D) and three-dimen-
sional specimens, at a spatial resolution of 30 nm. Critical to
achieving these goals are the mechanical stability of the zone

plate and specimen of 10 nm or better, zone plate motion along
the beam axis with a transverse stability of 10 nm, and a sin-
gle-axis rotation with a run-out of a few 100 nm. High stability
is required to allow mapping and imaging at the resolution limit
of the zone plates. Motion with high transverse stability is
required to achieve nanospectroscopy at the resolution limit.
Small run-out of the rotation stage is required to position a
specimen for diffraction contrast imaging and to perform
tomography in full-field transmission mode.

To provide high-spatial-resolution capabilities to users as
rapidly as possible, a prototype instrument that provides these
capabilities has been developed (Fig. 2). At the heart of the pro-
totype is a 2-D differential laser Doppler displacement encoder
system with a resolution of better than 1 nm. This system mon-
itors the horizontal and vertical positions of the zone plate and
specimen stages. The zone plate is mounted on a 2-D flexure
stage with a range of 1.5 µm. Using the output of the encoder
system, the flexure allows adjustment for changes in the
transverse position of the zone plate and specimen at a rate
of 100 Hz or better. The encoder system will be of particular
use for nanospectroscopy, where the focal length of the zone
plate needs to be changed in step with the incident energy. The
flexure stage carrying the zone plate and specimen is mounted
on commercial dc-motor-driven translation stages with 0.1-mm
resolution and a range of 12 mm. A rotary encoder to provide
feedback on run-out during specimen rotation is under devel-
opment. (Contact G.B. Stephenson, stephenson@anl.gov) ❍

Fig. 2. Mechanical staging and laser Doppler feedback encoder for the hard x–ray nanoprobe pro-
totype instrument.  
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LL earning how high pressures affect liquids and
other noncrystalline materials at the atomic level
would open the door to developing a theoretical

understanding of their macroscopic properties—such as
their viscosity and self-diffusion, electrical resistivity, com-
pressibility, and thermal expansion—under such condi-
tions. Significant progress became possible in this area
with the advent of third-generation synchrotron sources,
because their high-brightness x-ray beams enable
researchers to use the weak x-ray scattering from these
materials in deriving detailed atomic-level structural infor-
mation about them.

A diamond anvil cell (DAC) is usually used in such
experiments when very high pressures are sought. Such a
cell essentially consists of a metal gasket placed between
two diamond “anvils.” A tiny hole in the gasket serves as a
sample container. Pressure exerted on the diamonds forces
them together, thus applying a magnified pressure on the
gasket and the trapped sample. Diamond is used because it
is the hardest material known and is transparent to x-rays
and other forms of radiation. Typical DACs, however, are not
suited for liquids and amorphous solids, so researchers
from The University of Chicago developed and tested a
modified DAC designed specifically for these materials.

Diamond anvils are usually mounted on x-ray-absorbing
tungsten carbide (WC) seats, which have conical apertures
machined into them to provide x-ray access to and from the
sample. A larger opening angle would increase coverage of
momentum transfer, which is an essential factor for structural
studies of noncrystalline materials. On the other hand, the
larger opening angle would leave the seats structurally weak-
ened, thus limiting the amount of pressure that can be applied.

To increase the radiation-admitting cone without machining
a cone of larger opening angle, the researchers substituted
cubic boron nitride (c-BN) for WC as the seat material (Fig. 1).
Boron nitride is second only to diamond in hardness and, unlike
WC, is transparent to x-rays. To increase the scattered x-ray
signal even more, the researchers modified the gasket so that
it would accept thicker samples. The modification involved
drilling a relatively large hole in the gasket and filling it with
boron epoxy. A much smaller hole was drilled at the center of
the boron epoxy for sample loading.

This use of boron epoxy also greatly aided data analysis.
Subjecting a DAC to an x-ray beam yields a strong x-ray signal
from the DAC’s components, in addition to the relatively weak
signal from the sample. To isolate the sample’s scattered x-rays,
it is necessary to subtract the DAC’s contribution. This is done
by repeating the experiment without a sample in place.

For the signal from the empty DAC to serve as a back-
ground reference, all parts of the DAC must be identical to

those used for high-pressure data collection. Among these
parts, the metallic gasket is most critical. Since the metallic gas-
ket hole serves as an aperture for x-ray scattering from the first
diamond, great care must be taken to preserve the location,
shape, and size of this aperture. Without the boron epoxy, the
metallic gasket hole would inevitably deform under high pres-
sures, making it impossible to have an identical aperture for a
proper reference. By introducing amorphous boron (or another
x-ray-transparent material) in the gasket, the large metallic hole
outside the culet area is only weakly affected by high pressures,
and deformations occur mainly in the transparent boron-filled
area. This results in a metallic aperture close to that used in
high-pressure data collection, thus providing a good back-
ground reference.

The utility of the modified DAC was demonstrated by using
data for amorphous iron collected at 67 GPa at the GSECARS
13-BM beamline at the APS. The DAC’s opening angle of 60°
and the APS beamline energy of 37.44 keV (λ = 0.3311 Å)
yielded a maximum momentum transfer of 98 nm-1. By further
tilting the DAC, the momentum transfer that can be covered was
found to increase to 150 nm-1. Researchers learned that the
basic polyhedra forming the structure of amorphous iron remain
unchanged with pressure.

Although the modified DAC was shown to be ideal for
studying amorphous solids, it should be applicable to structural
studies of liquids and crystalline materials as well. The large x-

US I N G A DI A M O N D AN V I L CE L L
F O R ST R U C T U R A L IN V E S T I G AT I O N S
O F NO N C R Y S TA L L I N E MAT E R I A L S AT HI G H PR E S S U R E S

Fig. 1. Schematic of the experimental setup. Samples in the diamond anvil
cell can be heated from both sides by a Nd:YLF laser. The laser heating
and the x-ray diffraction/scattering and temperature measurements can
be made simultaneously with the use of x-ray-transparent, carbon-based
mirrors.
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ray access opening should benefit all DAC-based x-ray diffrac-
tion measurements, particularly those involving the angle dis-
persive technique, which is now widely used. The thicker sam-
ple capability should aid the study of low-Z materials (low x-ray
scattering), while the combination of both of features promises
to permit researchers to explore the properties of materials at
ultrahigh pressures (>300 GPa), which is important to plane-
tary science. ❍

See: G. Shen, V.B. Prakapenka, M.L. Rivers, and S.R. Sutton,
“Structural investigation of amorphous materials at high pres-
sures using the diamond anvil cell,” Rev. Sci. Instrum. 74, (6),
3021-3026 (June 2003).
Author affiliations: GSECARS, The University of Chicago

This work is supported by NSF-EAR 0001149 and 0229987. The GSE-
CARS sector is supported by the National Science Foundation (Earth
Sciences Instrumentation and Facilities Program) and Department of
Energy-Basic Energy Sciences (Geoscience Program).

HI G H-TE M P E R AT U R E TR I A X I A L DE F O R M AT I O N S

AT PR E S S U R E S T O 15 GPA

TT o date, knowledge of the
physical and chemical
processes taking place

deep inside the Earth has come pri-
marily from global-scale observations.
Earth scientists have recognized,
however, that gaining a full under-
standing of the structural and dynamic
properties of the Earth’s interior
requires the integration of global-
scale seismological and other geo-
physical observations with computer
modeling based on laboratory simula-
tions of high-pressure, high-tempera-
ture environments. Because of techni-
cal difficulties, the effects of high pres-
sure on materials remain far less well
studied than those of high tempera-
ture or changes in material composi-
tion. This situation is changing, how-
ever, thanks to new analytical tech-
niques.

Researchers from The University
of Chicago, Lawrence Livermore
National Laboratory, the University of
Colorado, and the State University of New York at Stony Brook
collaborated in developing and testing a new high-pressure
deformation apparatus that is capable of generating pressures
up to 15 GPa at high temperatures (up to ~2000°C). This appa-
ratus is a modification of the cubic-anvil apparatus known as
the DIA, which is widely used in solid-media hydrostatic com-
pression experiments that involve synchrotron x-ray diffraction.
The apparatus takes advantage of recent developments in the
use of synchrotron radiation, thus making it possible to perform
quantitative deformation experiments under pressure and tem-
perature conditions that extend down to the transition zone
between the Earth’s upper and lower mantle.

A DIA consists of six anvils. Four of the anvils face each
other in the horizontal plane, while the other two face each other
vertically. The square fronts of the anvils thus define a cubic vol-

ume at the center of the apparatus. The force of a single
hydraulic actuator (or ram) applied along the vertical axis closes
the DIA’s guide blocks, thus compressing the cubic sample/fur-
nace assembly.

The new apparatus, called the deformation-DIA (or D-DIA),
features independent control of the displacements of one anvil
pair, which is provided by two additional hydraulic actuators,
called differential rams. The differential rams are located within
the guide blocks of the D-DIA module and react against the
platens driven by the main hydraulic ram that is responsible for
hydrostatic pressurization. The unique capability of independ-
ently controlling the differential rams allows the imposition of a
differential strain and stress field without simultaneously
increasing the confining pressure. This capability overcomes a
longstanding limitation of multi-anvil devices.

Fig. 1. Current GSECARS experimental setup for high-pressure, high-temperature deformation
experiments. (a) The D-DIA, (b) Debye rings used in lattice strain analysis, and (c) x-ray absorp-
tion contrast image of sample converted to visible light by  using a YAG single-crystal phosphor.
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The researchers have successfully
tested the D-DIA at both the National
Synchrotron Light Source, using the
SAM85 multi-anvil system, and at the
APS, using the 250-ton hydraulic press at
the GSECARS sector 13 bending magnet
beamline. Tests with synchrotron x-rays
have demonstrated that the D-DIA is
capable of generating up to 30% axial
strain on 1-2-mm-long samples under
confining pressures up to 15 GPa at
simultaneous high temperatures. Various
compressive strain rates from 10-3 to ~2 x
10-6 s-1 have been achieved. Extensional
experiments have also been successful.
Strains are measured by using x-ray
imaging, which has an ultimate length
measurement precision of ~0.1 µm, while
pressures are monitored by using stan-
dard materials with well established
equations of state. X-ray-transparent
anvils made of sintered polycrystalline
cubic boron nitride have been success-
fully tested, by using a two-dimensional x-
ray charge coupled device detector.
Distortions in diffraction lines due to dif-
ferential stress can be measured with a
precision of about 20 MPa.

The D-DIA is open for general users
at GSECARS (see Fig. 1), where several
high-pressure deformation experiments have been performed.
As an example, Fig. 2 shows lattice strains in CsCl (a body-
centered-cubic material) determined from 11 reflections during
both compression and extension, obtained by researchers
from The University of Chicago. Saturation in lattice strain with
plastic deformation is highly dependent on Miller indices, indi-
cating strong yield anisotropy, even though the material is
nearly isotropic elastically. ❍

See: Y.Wang1, W.B. Durham2, I.C. Getting3, D.J.Weidner4,
“The deformation-DIA: A new apparatus for high temperature tri-
axial deformation to pressures up to 15 Gpa,” Rev. Sci.
Instrum. 74 (6), 3002-3011 (June 2003).

Fig. 2. Measurements of lattice strain in CsCl using 11 diffraction lines, plotted as a function
of elapsed time during the first extension-compression deformation cycle. The x-ray wave-
length was 0.19 Å (65 keV); spatial resolution in the length measurements was 1-2 µm. These
lattice strains can be used to assess differential stress in the sample, through elasto-plastic
modeling. Hysteresis loops have been measured by repeating the extension-compression
cycles. 

Author affiliations: 1GSECARS, The University of Chicago,
2Lawrence Livermore National Laboratory, 3University of
Colorado, Boulder, 4State University of New York at Stony
Brook

Work performed under the auspices of the U.S. Department of Energy
by the Lawrence Livermore National Laboratory under Contract No. W-
7405-Eng-48. Portions of this work were performed at GSECARS,
Sector 13, APS. GSECARS is supported by the National Science
Foundation-Earth Sciences, Department of Energy-Geosciences, W.
M. Keck Foundation, and the U.S. Department of Agriculture. Use of the
Advanced Photon Source was supported by the U.S. Department of
Energy, Office of Science, Office of Basic Energy Sciences, under
Contract No. W-31-109-Eng-38.
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TH E APS US E R PR O G R A M
US E R AC C E S S T O T H E APS

SS cientists and engineers who use the APS are granted
access through several different scientific peer-review
processes. Early APS users were all members of col-

laborative access teams (CATs)—groups who built, funded,
managed, and used APS beamlines following scientific approval
by a high-level peer-review body, the Program Evaluation Board,
and administrative approval by the APS. In return, CAT mem-
bers were allowed to use APS beamlines for 100% of the time
during the first year of operation. Following that first year, they
were allowed to use 75% of the beam time and required to pro-
vide the remaining 25% of the time to outside users (first called
independent investigators, now general users [GUs]) who sub-
mit proposals for limited amounts of beam time. General users
come to the APS to do their own research. Unlike CAT mem-
bers, GUs do not pay for nor operate beamlines. As the APS has
evolved, a number of beamlines have transitioned to APS fund-
ing and management. These beamlines now make up a much
larger percentage of beam time (up to 80%) available to GUs.

In 2003, a new, more flexible, model was developed for
users partnering with the APS. These “partner users” include

More than 5,000 members of the synchrotron
radiation research community are users of the
APS. As the number of APS users continues to
increase, the APS facility and organization are
evolving, finding new ways (and improving
established practices) of serving the client base.
Whether these changes involve reorganized
groups or technological innovation, the goal is
always to provide an environment where users
can make the most of their time here.
Reflecting the current reality of a maturing
facility, a rapidly growing and evolving
user community, and a greater facility role
in operation of DOE-BES-supported sectors,
APS ALD Murray Gibson committed an
increased portion of the fiscal year 2003
budget to user support.
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as in the number of beamlines and shifts available to GUs (see
Tables 1 and 2, next page).

Two types of GU proposals can be submitted: individual
and program. Individual proposals are for single experiments
and are valid only until scheduled, whereas program proposals,
which are valid for a two-year period, describe research pro-
grams that require a series of visits to the APS over an
extended period of time. In general, proposals are peer
reviewed by one of eight scientific Proposal Review Panels
before beam-time allocation and scheduling. However, in some
cases, a proposal can be submitted with a rapid-access beam-
time request for unallocated time during a current run, and then
reviewed retrospectively.

During 2003, 830 new proposals were submitted. For Run
2003-1, the majority being individual proposals (Table 1).

not only CATs and members of previous CATs but also groups
involved in focused projects of smaller scope that make lasting
improvements to the facility. For example, a CAT, which con-
structs, finances, and operates one or more beamlines, is con-
sidered the most comprehensive type of partner user. More lim-
ited partnerships involve the development of dedicated sta-
tions, instruments, or capabilities or the establishment of new
user committees.

TH E APS GE N E R A L US E R PR O G R A M
During 2003, the first complete year for the fully Web-

based GU proposal submission, review, and allocation system
(in which individual CAT programs were consolidated into an
APS-managed central system), steady increases were seen in
the numbers of new proposals and beam-time requests, as well

http://beam.aps.anl.gov/pls/apsweb/bd_display_pkg.beamline_dir
http://www.aps.anl.gov/user/beamtime/get_beam.html
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However, although the total number of new program pro-
posals remained constant for the three cycles, program
proposals remain active for two years, so by year’s end, the
number of active program proposals had increased signifi-
cantly. The total number of beam-time requests for the year
(1270, also shown in Table 1) provides the best measure of
demand. (Beam-time requests must be submitted for each
cycle in which a user wants to visit the APS.) Sixty-five per-
cent of the submitted beam-time requests received time
during 2003.

TH E APS PA R T N E R US E R PR O G R A M
As described above, APS partner users, as differenti-

ated from general users, contribute to the facility beyond
performing excellent scientific research, and consequently,
they require guaranteed access for longer periods and/or
greater amounts of time than can be obtained through the
general-user program. Although partner-user proposals for
the development of a full beamline or sector can be sub-
mitted at any time for any unallocated areas on the APS
experiment floor, proposals for developments of more lim-
ited scope can be entertained only for sectors where the
APS provides full or partial operational support. The first
call for partner user proposals of limited scope came in the
summer of 2003 for beam time beginning with Run 2003-3.
Seventeen proposals were received. Nine of these were
approved for periods ranging from 1 to 3 years, with allo-
cated beam time ranging from 5% to 30% per run. Figure
1 shows the six beamlines with approved partner users for
Run 2003-3, as well as the percentage of beam time allo-
cated to partner users on each.

OU T R E A C H
To communicate the availability of GU beam time, and to

expand the GU base, this year the APS instituted a GU out-
reach program, which involved the organization of exhibits at
specific scientific meetings. These exhibits, staffed by beamline
scientists and representatives of the APS User Office, were
focused on the research interests specific to each meeting. For
example, the first effort, at the American Crystallographic
Association meeting in July 2003, highlighted research oppor-
tunities in structural biology (Fig. 2 shows the backdrop for the
exhibit). At least one-third of the more than 800 meeting atten-
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Note: The percentage of beam time for Partner Users on 1-BM exceeds 30% because of a pre-existing agreement for 5% of the time.

Partner Users 35% 15% 16% 31% 15% 15%

General User Rapid Access 9% 9% 0% 0% 0% 0%

General Users 35% 56% 65% 49% 66% 51%

Facility 20% 20% 20% 20% 20% 35%

1-BM 1-ID 3-ID 4-ID-C 4-ID-D 8-ID

Fig. 1. Beam time by type of user on all beamlines with allocated partner
user time for Run 2003-3 (the final run of Calendar Year 2003).
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Table 1. General-user requests for beam time during CY 2003.1

New New Beam-time Rapid-access Total Number of
individual program requests on requests beam time requests receiving

Run proposals proposals reviewed proposals requests approval

2003-1 130 100 90 20 340 210

2003-2 230 100 30 70 430 300

2003-3 230 100 100 80 510 320

Total 590 300 220 170 1280 830

1 All numbers have been rounded. The 90 requests on previously reviewed proposals for 2003-1 represent legacy proposals from a previous system.

Table 2. Shifts and beamlines available for GUs in CY 2003.

Beamlines Regular GU Rapid-access National user Approximate number
Run available shifts shifts facility shifts of total shifts

(estimated)1 available

2003-1 32 1920 100 480 2500

2003-2 33 2140 140 720 3000

2003-3 34 2300 130 570 3000

Total 6360 370 1780 8500

1 National user facility (NUF) shifts are those used and allocated by collaborative access teams that operate entirely on a general-user proposal
basis. Proposals are received and reviewed by the APS, but only 25% of the time is allocated by the APS. Since the number of NUF shifts is esti-
mated, the total number of available shifts is approximate.



TT he Inelastic X-ray Scattering
Collaborative Development Team
(IXS-CDT) and the Nanoprobe-CDT

at the ANL Center for Nanoscale Materials
(CNM) are the 22nd and 23rd research groups,
respectively, to sign Memoranda of Under-
standing (MOUs) for construction of x-ray
beamlines at the APS. (Collaborative develop-
ment teams represent a new kind of partner-
user arrangement at the APS. They are similar
to the more traditional collaborative access
team during the construction and commission-
ing phases but becomes an APS facility beam-
line during operations, open to competitive
access by both general and partner users.)

IXS-CDT
With strokes from four ceremonial pens at

a September 15, 2003, MOU signing cere-
mony (Fig. 4), the IXS-CDT became the 22nd
research group to sign up for construction of
x-ray beamlines at the APS. APS staff will con-
struct the IXS-CDT beamline at sector 30 on the
APS experiment hall floor. John Hill (Brookhaven
National Laboratory) is the Executive Director of
IXS-CDT; Ercan Alp (ANL/XFD) is the Managing
Director.

The IXS sector intends to be the best in the world for inelastic x-ray scat-
tering, a critical synchrotron x-ray application that takes full advantage of the
brilliance from third-generation synchrotrons such as the APS. The IXS-CDT
will have two specialized spectrometers: HERIX, a high-resolution inelastic
x-ray scattering instrument for studies of lattice vibrations, and MERIX, a
medium-resolution spectrometer for electronic structure measurements.
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Fig. 2. Display prepared for the 2003 American Crystallographic
Society meeting

dees stopped at the APS booth to pick up materials, discuss
potential research opportunities, and learn how to use the on-
line proposal submission system. An equally successful ven-
ture was an exhibit at the December 2003 Materials Research
Society meeting in Boston, which had an attendance close to
5000. Figure 3 is a photo taken at the APS exhibit during that
meeting. ❍

Fig. 3. Left to right: Jim Viccaro (Executive Director, Consortium
for Advanced Radiation Sources; Principal Investigator,
ChemMatCARS, APS sector 15; and Chair, APS Partner User
Council), Pedro Montano (Program Manager for X-ray and
Neutron User Facilities, DOE-BES), and Alec Sandy (XFD) meet
at the APS exhibit at the fall 2003 Materials Research Society
meeting.

Fig. 4. Pens at the ready, ANL Associate Laboratory Director and APS Director Murray
Gibson (left); John Hill (BNL), Executive Director of IXS-CDT; ANL Deputy Laboratory
Director Donald Joyce; and Miles Klein (U. of Illinois at Urbana-Champaign), IXS-CDT
Executive Board Chairman, prepare to sign the IXS-CDT Memorandum of
Understanding at a ceremony held at the APS.

NE W S F R O M APS US E R GR O U P S
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Members of IXS-CDT come both from the existing inelas-
tic x-ray scattering community and from the broader scientific
community that could benefit from access to such an instru-
ment. Member institutions are the Massachusetts Institute of
Technology; Northeastern University; Princeton University; the
State University of New York, Stony Brook; Stanford University;
the Universities of Akron (Ohio), California (San Diego), Illinois
at Chicago and  Urbana-Champaign, Tennessee, and
Pennsylvania; and Western Michigan University; the Argonne,
Brookhaven, and Oak Ridge national laboratories; the Carnegie
Institute of Washington; the Albert Einstein College of Medicine;
and Lucent Bell Laboratories.

Planners believe that the strength of IXS-CDT lies in a
broad scientific program ranging from condensed matter
physics to polymer science and biology, and the resources that
members bring to the consortium. Understanding the dynamics
of a material’s molecular system is crucial from a number of
perspectives. For researchers interested in hard condensed
matter, a given system is completely described by the relaxed
electronic state of molecules (called the “ground state”) and the
excitations from that ground state. From a soft condensed mat-
ter perspective, the propagation of sound waves and other den-
sity fluctuations determine the response of the system to time-
varying probes—a key aspect of the properties of a material.

N A N O P R O B E - C D T

On December 4, 2003, the MOU between the
APS and the Center for Nanoscale Materials CDT
was signed by principals from ANl, APS, and CNM
(Fig. 5). The MOU allocated APS sector 26 to the
CNM and authorized the CNM to begin construc-
tion and commissioning of the hard-x-ray
Nanoprobe beamline.

The Nanoprobe beamline will be the center-
piece of the x-ray characterization facilities at the
CNM, one of five Nanoscale Science Research
Centers being constructed at the Department of
Energy's national laboratories.The CNM is a $72 M
federal/State-of-Illinois partnership for designing,
synthesizing, fabricating, and characterizing mate-
rials at the nanoscale. The CNM user facility will
provide the scientific community with a broad complement of
tools, including the Nanoprobe and other advanced nanochar-
acterization, nanolithography, and synthesis tools. CNM users
will be equipped to explore problems in nanophotonics, nano-
magnetism, bioinorganic interfaces, nanocarbon, and complex
oxides.

The Nanoprobe, which is being constructed by the CNM
organization within ANL, is the CNM’s premier nanocharac-

terization tool, designed to afford capabilities for fluores-
cence, diffraction, and transmission imaging at a spatial res-
olution of 30 nm or better. Funding for the Nanoprobe beamline
is provided by DOE’s Office of Basic Energy Sciences as part
of the CNM equipment budget. The Nanoprobe is expected to
advance the state of the art in nanoscience by providing the
highest-spatial-resolution hard x-ray beamline in the world.
With advanced zone plate optics and an optimized beamline

Fig. 5. Construction of the Nanoprobe beamline officially begins with MOU signa-
tures from (left to right): Derrick Mancini (CNM Project Manager), Eric Isaacs (CNM
Director), Murray Gibson (ANL Associate Laboratory Director for the APS), Hermann
A. Grunder (ANL Director), and G. Brian Stephenson (Director, CNM Nanoprobe
Beamline).

< Artist’s rendering of the Center
for Nanoscale Materials at Argon-
ne National Laboratory.

http://nano.anl.gov/research/nanoprobe.html
http://nano.anl.gov/
http://www.science.doe.gov/bes/NNI.htm
http://www.science.doe.gov/bes/NNI.htm


AA PP SS   UUSS EE RR SS

131

design, the performance goal is to provide a spatial resolution
of 30 nm, a spectral range of 3 to 30 keV, and a working dis-
tance between the nanofocusing optics and the sample in a
range of 10 to 30 mm. This unique instrument will not only be
key to the specific research thrusts of the CNM but will be of
very general utility to the broader nanoscience community.

The design and features of the Nanoprobe were devel-
oped with input from a broad user community, which met at
several workshops. These included the workshop on “X-rays
and Nanoscience” held in 2000; the “Workshop on Nanoscale
Science using Synchrotron Techniques” held in 2001 concur-
rently with the APS Users Meeting; a separate workshop for the
CNM in 2001; and a fourth workshop on “Institutes and
Facilities for Nanoscience,” held during the 2003 APS Users
Meeting. All four workshops were well attended, attracting hun-
dreds of potential users who provided valuable feedback.

THE BIOCARS BSL-2/BSL-3 FACILITY:
A RESOURCE FOR SOLVING

VIRUS & TOXIN STRUCTURES

The Biology Consortium for X-ray Research (BioCARS,
APS sector 14) is a national user facility that fosters frontier
research in the field of macromolecular crystallography.
BioCARS provides state-of-the art facilities and scientific and
technical support for structure determination of macromole-
cules by standard x-ray diffraction techniques (such as the mul-
tiple-wavelength anomalous diffraction technique). But the facil-
ity is also designed for two special tasks that set it apart from
other centers for macromolecular crystallography at the APS
and nationwide. The BioCARS beamline 14-ID can serve as
both a monochromatic and polychromatic x-ray source. The
polychromatic capability is essential for conducting time-
resolved x-ray diffraction experiments that utilize the Laue tech-
nique. These experiments result in molecular movies depicting
biologically important macromolecules as they perform their
function. The other special feature of the BioCARS facility is
that, as the result of planned substantial HVAC upgrades, all
three experimental stations will be embedded in a Biosafety
Level (BSL) 3 containment, unique at the APS and nationwide.
This permits safe research with biohazardous materials classi-
fied as Biosafety Level 2 or 3 agents, such as human, animal,
or plant viruses and toxins.

Agents classified as BSL-2 involve a broad range of indige-
nous moderate-risk agents that are present in the community
and associated with human diseases of varying severity.
Immunization or treatment for these agents is available.
Examples include the measles and hepatitis B viruses, and
Salmonella. Agents classified as BSL-3 are indigenous or
exotic agents that may cause serious and potentially lethal
human diseases as a result of exposure by the inhalation route.
Examples of BSL-3 agents include M. tuberculosis, St. Louis
encephalitis virus, and Coxiella burnetii. The guidelines for
BSL-2 and BSL-3 facilities, described in the “Biosafety in
Microbiological and Biomedical Laboratories” CDC/NIH publi-
cation (Fourth Edition, May 1999), require special safety equip-

ment as well as a special facility design for the handling of BSL-
2 and BSL-3 materials. Manipulation of all BSL-3 agents is
done in a Class II biosafety cabinet (Fig. 6) that serves as the
primary barrier. The facility is physically separated from access
corridors and must be maintained under negative pressure with
respect to the APS experiment hall while BSL-2 and BSL-3
experiments are being conducted. The air flows into the labo-
ratory and is exhausted via a HEPA filter out of the APS build-
ing. Mandatory special operating procedures for BioCARS
users and staff are being developed.They describe in detail the
rules for conducting BSL-2 and BSL-3 experiments and
responding to incidents and emergencies, as well as the safe
disposal of any waste generated during such experiments.

The primary scientific and practical expertise for the work
with BSL-2 and BSL-3 agents resides with BioCARS users.
Many virus crystallographers nationwide already use the
BioCARS facility for their research projects. In this expanding
field of national importance, BioCARS is in a position to play
an important role as the only synchrotron-based x-ray diffrac-
tion laboratory that can be used for the safe study of these
samples. The facility is to be fully operational in 2004 (Contact
K. Brister, brister@cars.uchicago.edu.)

B I O - C AT  H E L P S F A C I L I T A T E

F I B E R D I F F R A C T I O N N E T W O R K

A number of Biophysics Collaborative Access Team (Bio-
CAT) researchers, including Bio-CAT director Tom Irving, are
helping to lead the newly formed, National Science Foundation-
funded project “FiberNet,” which coordinates the development
of biological fiber diffraction methods, focusing particularly on
computational methods. Activities will include the development
and integration of software for biological fiber diffraction and
exchange of information about fiber-diffraction methods
through retreats, workshops, and a public Web site.

Fig. 6. BioCARS biosafety cabinet in use.
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Perhaps the best-known achievement of
fiber diffraction was the determination, 50 years
ago, of the DNA structure by Crick and Watson,
using the fiber diffraction data of Rosalind
Franklin. Fiber diffraction continues to be an
active and important area of structural biology,
focusing on large biological assemblies, such as
viruses and muscle fibers. The use of fiber dif-
fraction in biological structure determination has
been reviewed by Chandrasekaran and Stubbs
(2001). Many biopolymers are long helical struc-
tures and have a natural tendency to form fibers.
This tendency severely impedes the growth of
single crystals. Even if crystals can be grown, the
molecular interactions in the crystals rarely cor-
respond to the biologically significant interactions
in the fibers. Conventional crystallography is,
therefore, often not applicable to these systems.
Fiber diffraction is a powerful technique for deter-
mining the structural details of such polymers.

In the new network, software applications
particularly concerned with structure determina-
tion and model refinement will be adapted to var-
ious platforms, integrated with the suite of pro-
grams available through the British Collaborative
Computational Project for Fibre Diffraction (CCP13), and made
available to the scientific community. New software will be devel-
oped where existing software is inadequate. The network soft-
ware will be complementary to CCP13 software; together, they
will eventually cover all aspects of biological fiber diffraction.

The network will also integrate U.S. fiber-diffraction groups
with each other and with the world fiber-diffraction community,
particularly with CCP13. This will be done through workshops
organized by the core participants, including workshops at the
Bio-CAT facility at the APS, and through partial sponsorship of
sessions organized by the Fiber Diffraction Special Interest
Group of the American Crystallographic Association (ACA SIG).

Membership in the network and participation in its activities
will be open to all who are interested in the development of fiber
diffraction. Through the ACA SIG, the user group of Bio-CAT,
CCP13, and the network’s own Web site, the group expects to
reach virtually all interested parties. Network activities will
directly impact the fiber diffraction community, particularly the
biological fiber diffraction community, in the U.S. and interna-
tionally. They will also benefit the small-angle-scattering com-
munity and other groups using diffraction methods to study par-
tially ordered molecular structures. Stay tuned for the release of
the Web site address. More information on Bio-CAT can be
found at http://www.bio.aps.anl.gov.

See: R. Chandrasekaran and G. Stubbs, “Fibre diffraction,”
International Tables for Crystallography, Vol. F: Crystallography
of Biological Macromolecules, M.G. Rossman and E. Arnold,
eds., 444-450 (Kluwer Academic Publishers, The Netherlands,
2001). (Contact G. Stubbs (FiberNet Director), stubbs@vander-
bilt.edu, or T. Irving, irving@iit.edu.)

B E A M L I N E T I M E S H A R I N G A T S E R- C AT:
M A I L - I N C R Y S T A L L O G R A P H Y
&  R E M O T E U S E R P A R T I C I P A T I O N

A major long-term goal for the Southeast Regional CAT
(SER-CAT) is realizing the concept of providing its members
with time-sharing of beam time. The purpose of this goal is to
maximize the use of members’ yearly allocated beam time
(proportional to the shares that a member owns), increase the
flexibility and frequency of a member’s access to SER-CAT’s
beamlines, and reduce the travel expenses needed for data
collection. Toward these ends, SER-CAT has initiated a mail-in
crystallography program for members in order to work out the
logistics of administering such a program. In the 2003-2 APS
run (January-March 2003), a total of 24 h of beam time in five
slots were allocated to the mail-in program, and SER-CAT staff
collected data for nine research groups from seven institutions.

There is a disadvantage to mail-in crystallography
because users cannot actively participate in the data collec-
tion. However, SER-CAT personnel are planning to test the fea-
sibility of user remote participation through fast internet com-
munication with resident scientists at SER-CAT’s beamline.
Once this program is implemented, a user sitting 10 feet or
1,200 miles from the experimental hutch can conduct research
via actively participating in data collection and interacting with
SER-CAT on-site personnel. This is one of several areas of
research SER-CAT is pursuing to provide its members with the
most effective use of available beam time for synchrotron
macromolecular crystallography. (Contact J. Chrzas, chrzas@
anl.gov)

Nadia Leyarovska (left, the University of Georgia and SER-CAT) and Zhongmin Jin (the
University of Georgia and SER-CAT) logging in crystal shipment for the Mail-In
Crystallography Program.
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The University-National
Laboratory-Industry CAT has
declared the sector 34 undula-
tor beamline operational.

The 34-ID insertion device
beamline is a dual-purpose
beamline that supports coher-
ent x-ray diffraction and x-ray
microprobe techniques. This
beamline is designed and con-
structed in a tandem configu-
ration (not to be confused with
the canted undulator configu-
ration) based on a single APS
undulator A and uses a hori-
zontally deflecting mirror to
split the beam into pink- and
white-beam branches. The
pink beam supplies a coherent
x-ray diffraction (CXD) experi-
ment with a general-purpose
diffractometer. A diamond-
crystal monochromator may be
inserted to permit studies with
monochromatic radiation. The
white-beam branch provides a microfocus diffraction (MFD)
experiment and includes an optional monochromator in the
third optics enclosure. Both experiments are brilliance limited
and can accept only a fraction of the divergence from the
source. For this reason, the beam-splitting mirror, which divides
the undulator beam, does not compromise the flux in either
experiment.

The coherent x-ray diffraction experiment station, 34-ID-C,
contains a specialized goniometer, which permits both vertical
and horizontal scattering geometries and accommodates an
ultrahigh-vacuum chamber to permit studies at clean surfaces.

A Kirkpatrick-Baez (K-B)
focusing mirror system pro-
vides micron-scale beams that
preserve the beam coherence.

The microbeam station at
34-ID-E, as shown in Fig. 7,
produces x-ray beams that are
routinely 0.4 µm x 0. 4 µm or
better for use in diffraction or
fluorescence techniques using
K-B focusing mirrors. The spe-
cially designed micromono-
chromator allows the selection
of either white or monochro-
matic conditions with a fixed
focal spot on the sample.
Diffraction techniques with this
small spatial resolution permit
careful examination of the
stress-strain state of materials.
Newly developed differential
aperture microscopy tech-
niques permit the microprobe
to reveal diffraction information
in order to determine the struc-

ture and/or orientation of small volumes within a solid sample
and to provide spatial resolution of better than 1 µm in all three
dimensions.

The development of the CXD instrument was funded by
the Major Research Instrumentation program of the National
Science Foundation, while the microbeam experimental
capabilities were sponsored by the DOE Office of Basic
Energy Sciences. In addition, through the Illinois Board of
Higher Education, the State of Illinois has provided consider-
able support for construction and continuing operations.
(Contact P. Zschack, zschack@anl.gov.) ❍

US E R SU P P O R T
NE W US E R-SU P P O R T PE R S O N N E L

The Beamline Technical Support Group (BTS) works
from the premise that each sector need not require its own
complement of specialists. The BTS Group applies technical
and administrative expertise to user instrument and facility
engineering and design, the spare-equipment pool, and a ded-
icated material handler, and facilitates user access to a variety
of APS resources, such as AutoCAD.

The User Technical Interface is the person empowered
as the primary contact point between users and the three APS
divisions in matters related to beamline technical information.
This person assures the quality and availability of the huge
storehouse of documentation needed by APS operations staff,
as well as the users, for successful beamline operations in
accordance with APS policies and procedures.

User Policy and Planning is the responsibility of the indi-
vidual who works in close cooperation with users to establish
the policies and procedures that govern researchers’ access to
the APS and their workplace activities while they’re here. This
person also coordinates user support activities that require
interaction between APS organizations, including records and
material handling; interdivisional beamline construction sched-
ules; exchanges between users and APS technical staff
regarding the installation of beamline shielding, utilities, per-
sonnel safety systems, front ends, and insertion devices; and
reviews of beamline design and management and safety
plans.

As the first APS ombudsman, this person is also a conduit
to APS management for other issues raised by users.

Fig. 7. Wenjun Liu (University of Illinois) aligns a sample and prepares for
a differential aperture scan in the 34-ID-E microbeam station.

U N I - C AT  3 4 - I D  B E A M L I N E U P & R U N N I N G
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M I N I M I Z I N G B E A M L I N E D O W N T I M E
Causes (and duration) of user-beam downtime at the APS

due to accelerator equipment problems have been tracked and
analyzed dating back to the inception of operations. Beginning
in 2003, the Experimental Floor Operations (EFO) Group main-
tained statistics on downtime incurred by beamlines due to sys-
tems failures.

Floor coordinators catalog downtime as it occurs, record-
ing details about each event and its resolution. Floor coordina-
tors and systems personnel may access this information online
while troubleshooting problems. Systems managers also ana-
lyze patterns in the data in order to preempt systems failures
before they occur. Members of the EFO Group are also respon-
sible for reviewing downtime events on a weekly basis and pro-
viding a report for APS management.

Minimizing the possibility of power interruptions at the APS
beamlines was a priority in 2003. The first phase of emergency-
power capability for the beamlines consisted of installing addi-
tional transformers and electrical panel boards for distribution
of beamline-specific electricity throughout the experimental
hall. During the second phase, each beamline’s specific needs
are assessed, and emergency power distributed accordingly.

E N H A N C E D S A M P L E O V E R S I G H T
&  E X P E R I M E N T C A PA B I L I T I E S

In order to allow users more freedom to study a wide vari-
ety of soils, the APS applied for and received a U.S.
Department of Agriculture (USDA) permit to receive and man-
age regulated soil samples.

All foreign soils are regulated, as well as domestic soils
from the Southeastern United States and a few other locations.
Because of the many environmental dangers involved with
transporting regulated soils and the organisms that they may
contain, the USDA issues permits only to those organizations
that can demonstrate safe handling, storage, and disposal of
regulated soils. The APS has established protocols that meet
and exceed the USDA standards.

There are presently 11 APS beamlines that have had and
continue to schedule experiments involving radioactive sam-
ples. As the number of experiments at the APS involving
radioactive samples continues to increase, the responsibilities
of Material Balance Area (MBA) custodians, who track and
monitor radioactive samples from arrival at the APS through
use in an experiment and then removal from the facility, have
been expanded to include all radioactive samples that arrive at
the facility, not just those designated by DOE.

In order to expand APS experimental capabilities, beam-
line 10-ID was equipped with an exhaust system consisting of
a roof-mounted chemical/radioisotope exhaust fan with and
outside air bypass damper and intake, and HEPA filter. The
exhaust system provides ventilation for the 10-ID-B experimen-
tal enclosure and for adjacent specialty gas cabinets.
Experiments using flammable gasses such as 100% hydrogen
and ethylene can now also be performed by making use of this
exhaust system but bypassing the HEPA filters.

CO M P U T I N G
LO M  N E T W O R K U P G R A D E

The network switch/router providing network services to
each laboratory/office module (LOM) was upgraded to a Cisco
Catalyst 4507R switch/router, which provides redundant super-
visor engines in case of hardware failure of the primary super-
visor.This switch has a 64-Gbps switching fabric with a through-
put of 48 Mpps. This configuration gives all ports gigabit con-
nectivity and each sector now has an additional six copper
ports and eight fiber ports.The gigabit uplinks to these switches
are connected redundantly to a pair of core switches. If one
core switch should fail, then the LOM switch will continue to
operate from the other core switch with no downtime. The
4507R delivers integrated resiliency, and non-blocking Cisco
Express Forwarding-based layer 2/3/4 switching is built in.

C Y B E R S E C U R I T Y
Keeping the APS and its users in compliance with DOE

and Argonne cybersecurity regulations and policy requires
maintenance of security on more than 700 Windows-based
workstations and servers, 200 Macintoshes, and nearly 400
Sun workstations and servers, plus 110 Linux workstations and
servers. Toward this end, a new server was installed for patch
monitoring and deployment. This server allows the latest
patches to be pushed out to client machines outside normal
work hours. This reduces downtime and keeps users’ comput-
ing systems safe from attacks. Computing systems at APS sec-
tors were configured to conform with network security require-
ments, and user access to APS servers and data was secured
using encrypted connections such as VPN. Network security
scans are continually reviewed, and new issues are resolved
as they are discovered. Security for remote users is increased
via patches, virus scanners, and firewalls so that accessing the
ANL network does not compromise network security.

N E W A P P L I C A T I O N S E R V E R S
The installation of three new Citrix MetaFrame servers

replace the aging Carbon, Copper, and Calcium servers, and
provide a new Web interface for secure access to APS Citrix
servers. Users can access the Web Interface internally and
externally. These servers will run the latest ANL-wide applica-
tions such as Paris, AMOS, Comet, and other business appli-
cations. The new servers provide users and sectors with more
flexibility in accessing ANL business applications through a
browser from anywhere by using secure channels with minimal
configuration. The browser interface facilitates ease of use with
any computing platform, allowing Apple, Sun, and Linux sys-
tems to run Windows applications as needed. The user sectors
in the APS experiment hall will not be required to set up VPNs
or other methods to traverse the APS firewall to access these
systems.

Other upgrades during 2003 included SunFire 3800
servers for hardware redundancy and dynamic reconfiguration
for central computing services, controls development work,
accelerator operations, and ORACLE database services; and
two Veritas NetBackup servers for remote Sun server backup.
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XOR COMPUTER & NETWORK SUPPORT
As part of an ongoing program to keep XOR’s computing

technology current, and to anticipate future needs of the XOR
user community, a number of XOR server computers were
upgraded to new hardware during 2003. These servers, which
provide a wide range of network services to XOR users includ-
ing Web, printing, authentication, and other distributed data
services and secure access to the XOR network for outside
users, are new, low-profile, rack-mount computers that save
valuable computer room floor space while providing better per-

formance and higher reliability. At the same time, all XOR
servers were moved to a new gigabit Ethernet network for
improved performance. Also during 2003, Computer Support
assumed responsibility for computer and network support for
IMMY-CAT (now IMMY/XOR, sector 8). An ongoing effort to
standardize computer configurations with the rest of XOR is
under way in order to update computer and network manage-
ment practices and procedures to accommodate IMMY/XOR
and other user groups, as administrative responsibility is trans-
ferred to the APS Information Technology Group.

T H E D E P O S I T I O N L A B O R A T O R Y
The Optics Fabrication and Metrology (OFM) Group dep-

osition laboratory has recently made multilayers of excep-
tional quality. Narrow-bandpass multilayers with bandpasses
less than 1% are difficult to make because they require many
thin layers stacked very reproducibly. Good interface abrupt-
ness is needed to yield good reflectivities. Multilayers and
crystals are both Bragg-diffracting optics, but, whereas crys-
tals have atomic lattices dictated by nature that do the dif-
fracting, diffraction from multilayers occurs from a stack of
sputtered layers that can be engineered.

Results for a theta-two-theta scan (i.e., for Q scanned
along the surface normal) are shown in Fig. 8. These data
were obtained with a Cu x-ray tube (8-keV x-rays) on a sys-
tem designed to rapidly obtain such data for the deposition
laboratory. The multilayer consisted of 300 periods of a
WSi2/Si bilayer and was grown in the large deposition cham-
ber. This combination was chosen for study because the
chemical interdiffusion at the interface is expected to be more
stable than for W/Si multilayers. As obtained from these data,
the tungsten silicide layers were 0.965-nm thick, and the sili-
con layers were 1.005-nm thick, yielding a period of only
1.970 nm. This same multilayer has been measured at beam-
lines, and the results shown were in reasonable agreement
with these data. The bandpass was measured to be 0.55%,
and reflectivity was measured at MHATT/XOR to be 50%.

X-R AY OP T I C S FA B R I C AT I O N & ME T R O LO G Y

Measurements at ChemMatCARS also confirmed these
results.

Narrow-bandpass multilayers are useful in applications
that require higher flux than can be obtained with a crystal
monochromator but without an unacceptably large sacrifice in
Q resolution (e.g., for small-angle scattering experiments).

T H E M E T R O L O G Y L A B O R A T O R Y
Stitching of interferometry data, using small-aperture,

high-resolution phase-measuring interferometric systems,
offers the potential for providing three-dimensional (3-D) meas-
urements of the surfaces of long grazing-incidence mirrors with
nanometer resolution over a range of spatial wavelengths
much wider than that of a conventional long trace profiler (LTP).
Obtaining a 3-D surface profile can be useful in many
instances, such as selecting the best reflecting stripe on a mir-
ror surface to be used. Thus, for undulator beams, the data can
be used for simulating and predicting mirror performance under
realistic conditions.

A stitching system using a standard 100-mm-aperture
Fizeau interferometer is currently being developed at the APS
metrology lab. Preliminary tests performed on a 460-mm-long
flat float-glass substrate and on a 300-mm-long superpolished
silicon substrate were encouraging. The stitched profiles
showed no obvious overlap errors, and the results are in close
agreement with those obtained by using the APS LTP. Figure 9
(next page) compares the power spectral density (PSD) profiles
obtained from the LTP data and the corresponding stitched pro-
file for the 460-mm float-glass substrate. The two profiles
showed an overall agreement, despite the fact that the stitching
measurements were performed in a nonideal environment.

At short spatial wavelengths (i.e., higher spatial frequen-
cies) the PSD from LTP data showed a linear fall, while that
from the stitched data exhibited a bump centered around the
~3.3-mm wavelength. The exact origin of the discrepancy is not
known at this time. Efforts to improve the environment param-
eters (i.e., temperature stability and vibration) are currently
under way. Finally, the high-frequency limit is set mainly by the
interferometer charge-coupled device (CCD) detector resolu-
tion. The interferometer used in this work has only 256 × 256
pixels; a more modern interferometer can be equipped with a
CCD detector that has as many as 1024 × 1024 pixels or more.

Fig. 8. Theta-two-theta scan of multilayer made
with CuKα radiation.
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T H E X - R A Y C H A R A C T E R I Z A T I O N L A B O R A T O R Y

Crystalline diamond plates are quite attractive for use as
monochromators for undulator radiation and are, in fact, used
at several APS beamlines. Unlike Si, little work has been done
in attempting to improve the diffraction properties of diamonds
by polishing and etching the surface. To fill this technological
void, a program to study the diffraction properties of the near-
surface region of diamonds has been undertaken by the OFM
Group. The study shows that rocking curves can be narrowed
by as much as 17% by etching the diamond surface.

X-ray topography is a standard means to image lattice
deformations. Conventional topographic images (i.e., those
with the entire sample illuminated) are limited because the pen-
etration depth varies over the surface. This occurs because the
penetration depth is a sharp function of the differing diffraction
angles of possible mosaic regions. To address this depth reso-

lution issue, tomographical techniques have been employed in
a topographic arrangement at XOR beamline 2-BM to limit the
imaged region to within ~25 µm of the surface. A comparison
of the two types of images is shown in Fig. 10. The tomo-
graphic-topographic image in Fig. 10(b) reveals linear features
that appear to be crystallographically oriented.

O P T I C S D E S I G N
The Nanoprobe beamline will incorporate x-ray focusing

optics to deliver soft and hard x-ray beams down to the
nanoscale in size. In addition, high-resolution imaging, diffrac-
tion, coherent scattering, and high-throughput tomography are
planned for the Nanoprobe. The beamline will have two
collinear undulator A’s (3.3-cm devices).

The first optics encountered by the combined x-ray beam
from the two undulators is a high-heat-load focusing mirror
(Fig. 11). This mirror is designed to handle the beam com-
ing from both undulators together at closed gap, producing
a normal heat flux of 340 W/mm2 at the mirror location (i.e.,
30 m away). The beam strikes the mirror at 0.15°-2.1°. The
mirror is 500 mm long and 75 mm × 75 mm in cross section.
The incident beam footprint is 500 mm long and 0.5-1.0 mm
wide. The incident beam power can be as high as 600 W.
The mirror must be cooled in such a way that the slope of
any deformation along its length is under 1 µrad. The opti-
mally side-cooled mirror shown in the figure meets this
specification for a robust mirror, for which low maintenance
and high reliability are the expected norms. Two water-
cooled copper blocks in contact with the mirror remove the
heat and, together with the two slots cut along the mirror
length, suppress tangential errors to an acceptable level. As
seen in the temperature contours shown in Fig. 11, the
maximum temperature is under 40°C. The mirror material is
single-crystal silicon. It will be polished to a roughness of
less than 1 Å rms and a figure error of less than 1 µrad
(Contact: A. Macrander, atm@aps.anl.gov). ❍

Fig. 10. (a) A (224) topographic image (with the entire sample illuminated
at once) of a (001) oriented diamond plate at 12.0 keV with a two-theta
angle of 90°. (b) A tomographically depth-limited topographic image for
the same diamond under the same diffraction conditions, where the depth
is limited to ~25 µm below the surface. (Data for a small portion of the sam-
ple are missing near the bottom of the figure.) The axes units are charge-
coupled device pixel numbers; the diamond was 6 mm × 4 mm in area with
a thickness of 0.5 mm.

Fig. 11. Results of calculations for the temperature of the pro-
posed Nanoprobe beamline side-cooled mirror. The calcula-
tions were made by using finite-element-analysis methods.

Fig. 9. Comparison of the power spectral density profiles
obtained from the LTP data and the corresponding stitched pro-
file for the 460-mm float-glass substrate. The overlap region for
the stitched areas is labeled as “A.”
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The APS cont inues i t s  commitment to
provid ing users  wi th a re l iable source
of h igh-br i l l iance x- ray beams whi le
innovat ing  the  fu tu re  techno log ies
that wi l l  keep x- ray sc ience at  the
foref ront  of  research.
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L I G H T SO U R C E OP E R AT I O N S

II n calendar year (CY) 2003, the APS scheduled 5,129 h
for user operations and delivered 4,959.6 h. The empha-
sis continues to be on meeting established reliability

goals of availability greater than 95% with a mean-time-
between-faults (MTBF) rate of greater than 50 h. Orbit stability
is also a very high priority, and this year progress was made in
this area. The APS continues to utilize a schedule of three long
runs and three extended maintenance periods, first employed
in 2002.

BE A M AVA I L A B I L I T Y & MTBF
During 2003, accelerator operations, as quantified by avail-

ability and MTBF, remained at the high levels achieved in 2002
(see Table 1). The APS has, since 2000, routinely exceeded the
goal of 95% availability. Efforts have focused on maintaining
this level of availability while reducing the number of faults.
These efforts have resulted in two consecutive years of opera-
tion exceeding 40 h MTBF. Considerable improvements have
been made to the radio-frequency (rf) and power-supply sys-
tems, traditionally high contributors to the fault rate. A signifi-
cant factor in consistently meeting accelerator availability goals
has been the high availability and MTBF of the high-power elec-
trical systems (rf systems and magnet power supplies). The
technical complexity and power levels of the rf systems and the
large number of critical magnet power supplies in the storage
ring (close to 1,400 individual units) present tremendous relia-
bility challenges for the storage ring. Nevertheless, fault rates
have improved considerably over recent years, and both rf and
magnet power systems have consistently exceeded 99% avail-
ability (remarkably, the rf systems have exceeded 99% avail-
ability for the past 18 consecutive user runs).

These improvements can be attributed in large part to the
pragmatic and rigorous approach taken in analyzing and
addressing problems and the proactive efforts to identify and
resolve potential problems before they cause downtime.
Causes (and duration) of user-beam downtime due to acceler-
ator equipment problems have been tracked and analyzed dat-
ing back to the inception of operations. Beginning in 2003, the
Experimental Floor Operations (EFO) Group began also main-
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taining statistics on downtime incurred by beamlines due to
systems failures [see: “Reducing Beamline Downtime” in the
following section on APS Users]. To this end, the APS made
increased use of periodic machine intervention periods for
problem resolution. Examples of such rigor include detailed
daily monitoring of rf system behavior to detect potential prob-
lems early and the automatic replacement of storage ring con-
verters following transient trips so as to prevent recurring trips.
A great deal of effort has also gone into identifying and replac-
ing weak components, such as power-converter-control power
supplies, and to reducing susceptibility to electromagnetic
interference in the rf systems. As engineering improvements
have been identified and implemented, they have been sub-
jected to ever increasing quality assurance and workmanship
standards, so as to minimize the chance of introducing new
problems as old problems are resolved.

The local weather during the summer of 2003 was partic-
ularly stormy, leading to interruptions with longer than normal
recovery times.This contributed to the increase in mean time to
recovery during the summer 2003 run. The injector systems,
needed every two minutes during top-up operation, were avail-
able 97.1% of the time, unchanged from 2002.

During 2003, user operations were scheduled for 5,129 h,
and accelerator studies (including machine turn-on and opera-
tor training) for 1,315 h. The remaining 2,316 h were used for
maintenance and scheduled machine repairs.

US E R OP E R AT I O N FI L L PAT T E R N S
Various storage ring operation modes have been devel-

oped to meet different user-beam requirements. The operating
modes used in 2003 were:
• Top-up, low emittance, 24 singlets fill pattern
• Top-up, low emittance, 1 + 7 x 8 hybrid (singlet) fill pattern
• Non-top-up, high emittance, 24 singlets fill pattern
• Non-top-up, low emittance, 324 multibunch

Top-up injection mode (injecting beam into the storage ring
every two minutes) provides higher average photon flux and
better beam stability for both the storage ring and the beam-

lines. Lower emittance and higher photon brightness can also
be achieved without concerns about beam lifetime. Top-up
mode is used for 75% of scheduled user beam time.

Non-top-up mode (refilling the storage ring twice every 24
hours) is mainly used to provide injector beam time for parasitic
injector study, operator training, and injector maintenance and
improvement. Early in 2003, the singlet fill pattern with the high-
emittance lattice was used during non-top-up. This was
changed in April to a 324-multibunch pattern, as explained in
the next section.

The hybrid singlet pattern is used by the timing community
to perform dynamical biological, chemical, and condensed mat-
ter/materials science studies.

Beam current is normally 100 mA for all modes, although
incrementally higher beam currents are planned for the future.

The percentages of scheduled hours for each of the oper-
ation modes are shown in Fig. 1.

Top-up/singlets
68%

19%

Non-top-up/singletsop up/singletsinglets
3%

10%%

Fig. 1. Calendar year 2003 scheduled time for different operat-
ing modes.

Table 1. Operations statistics—CY 2003.

CY2002 CY2003
Run number Run 03-1 Run 03-2 Run 03-3
Start 1/29/03 5/28/03 10/01/03
End 4/20/03 8/25/03 12/22/03
Total hours scheduled (h) 5328 1647 1816 1666 5129
Beam available for users (h) 5208.7 1598.8 138.5 1622.3 4959.6
Beam availability (%) 97.8 97.1 95.7 97.4 96.7
Total downtime (h) 119.3 48.2 77.5 43.7 169.4
Average current (mA) 96.8 98.4 100.1 101.2 99.8
Number of faults 121 45 42 29 116
Mean time between faults (h) 43.0 35.5 41.4 55.9 42.8
Mean time to recovery (h) 0.99 1.07 1.85 1.51 1.46
Injector availability in top-up (%) 97.1 94.9 98.6 97.1 97.1
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TH E ST O R A G E RI N G
(Tables 2 and 3 give main APS storage ring and storage

ring beam parameters.)
A new, 324-bunch, low-emittance operational mode was

introduced in April of 2003 for use during non-top-up periods.
This mode has a long lifetime (60 h) due to small single-bunch
charge and lower requirements for chromaticity correction. The
324-bunch fill pattern in this mode benefits experiments requir-
ing high counting rate. Of benefit to both users and accelerator
physicists is the fact that lattice changes are not needed when
switching between these modes, resulting in more reproducible
beam positions and efficient use of machine intervention time
(i.e., repairs, studies, training). Lattice correction work also
yielded benefits for the standard 24-bunch fill pattern.
Previously, lifetime considerations and single-bunch instability
thresholds had limited the single-bunch current in top-up mode
to about 5 mA and linear coupling to 2.5%. The latest lattice
improvements allowed us to lower the coupling to as low as
1%, further increasing the beam brightness. Furthermore, the
improvements enabled stable operation for the first time with 8
mA in the singlet hybrid mode.

Beam-loss-induced radiation damage has been observed
in the permanent undulator magnets, particularly those at IDs
with a 5-mm vacuum chamber. There are two such chambers,
representing the smallest physical apertures in the storage
ring. (See section on “Radiation Effects on Insertion Devices”
for remedies.) An alternate scheme would involve controlling
beam losses to less sensitive locations. Preliminary calcula-
tions have been undertaken to analyze the beam losses and
consider implementing a collimation concept.

IM P R O V E D STO R A G E RI N G OR B I T STA B I L I T Y

In 2003, orbit correction at 10 Hz was used on a routine
basis, eliminating transients associated with insertion device
(ID) gap changes. Data from front-end x-ray beam-position
monitors (BPMs) at all 20 bending magnet (BM) beamlines and
15 ID beamlines were integrated with this fast orbit correction.
The ability to compensate for residual gap-dependent system-
atic errors associated with ID x-ray BPMs (XBPMs) has now
become commonplace.

The rms motions in the frequency band 0-to-30 Hz meas-
ured at the straight-section BPMs under ambient conditions
remain at 1.3 µm in the horizontal plane and 0.8 µm in the ver-
tical plane. A more meaningful measure of beam stability for
many users, and one which has seen nearly an order of magni-
tude improvement for 2003, is the angular pointing stability.
Prior to the inclusion of XBPMs in the global DC orbit correction
algorithm, a typical beamline experienced long-term drift (48 h)
at the level of up to 5 µrad, with fill-to-fill reproducibility at about
this same level. This number has improved considerably, down
to better than 0.5 µrad on a good day, and typically better than
1 microradian overall. These figures apply to BM beamlines ver-
tically, and both horizontally and vertically to ID beamlines with
active x-ray beam-position monitoring.

IM P E DA N C E & CO L L E C T I V E EF F E C T S

A complete impedance database has been constructed for
the storage ring on the basis of wakefield analysis of all the
accelerator components. These calculations were undertaken
by using a finite-element code. A second, novel approach is a
beam-based method of measuring the local transverse imped-
ance through the use of the “response matrix analysis” method.
This approach uses the fact that the transverse impedance acts
to defocus the beam. By acquiring the response matrix as a
function of bunch intensity, the strength of the effective defo-
cusing can be obtained by using the storage ring model, and
the impedance can be computed. The precision of this beam-
based method is notable, and both complements and agrees
well with the wakefield analysis. Preliminary simulations using
the impedance database reproduce the measured single-
bunch collective effects in the longitudinal plane: namely, bunch
lengthening and energy-spread growth due to the microwave
instability. The simulations also reproduce the observed single-
bunch intensity limit and show that nonlinear coupling and ver-
tical wakefields cause beam losses on the physical aperture in
both the stored and injected beam. This leads to a threshold
that prevents further accumulation in the single bunch. Various
concepts to raise the single-bunch limit were studied that
involve, for example, reducing the impedance or changing the
injection scheme.

The main instability observed above 100 mA (many-bunch
mode) is the longitudinal coupled bunch instability (CBI). This
CBI is well understood and is typically stabilized with the stan-
dard technique of shifting the rf-cavity higher-order mode
(HOM) driving frequency by either detuning the cavity or chang-
ing its temperature. However, operation at a different accelerat-
ing voltage or at a different current often requires readjustment
of the cavity tune or temperature. In 2003, passive damping of

Table 2. Main APS storage ring parameters.

Energy 7 GeV

Maximum current 102 mA

Natural emittance 2.5 nm

Vertical emittance 0.048 nm

Coupling 2%

Revolution frequency 272 kHz

Number of bunches 24 to 324

Time between bunches 153 to 11.3 ns

Momentum spread 0.96%

Table 3. APS beam parameters at radiation points,
2.5-nm horizontal emittance, 2% coupling.

ID BM

Horiz. beta function (m) 19.5 2.00

Horiz. dispersion (m) 0.172 0.056

Horiz. rms beam size (µm) 275 89

Horiz. rms divergence (mrad) 11.3 56

Vert. beta function (m) 2.9 26.6

Vert. rms beam size (µm) 12 36

Vert. rms divergence (mrad) 4.1 1.7
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the HOMs to minimize this problem was investigated. During
studies at and above 100 mA, the most dangerous HOMs were
identified, as were those of the 16 rf cavities that were most
responsible. A prototype HOM damper was developed and
tested at high power in the rf test stand. A few of these dampers
will be installed and tested in selected storage ring cavities dur-
ing 2004.

TH E L I N E A R AC C E L E R AT O R
2003 was a year of gradual improvements to the APS lin-

ear accelerator (or linac). The 35-MW klystrons are being incre-
mentally upgraded to 45-MW klystrons, providing increased
beam energy “overhead” and redundancy for user operations.

Over the course of the year, the linac water-flow
monitoring system was upgraded from the old “go-no-
go” flow trip switches to true water-flow sensors with no
moving parts. This new system provides actual flow
rates (useful for spotting problems before they become
operation difficulties), incorporates no moving parts (for
reduced maintenance requirements), and is far less
susceptible to radiation damage than the old system.

Preparations have begun for a general linac BPM
upgrade, which will consist mainly of new electronics.
This will provide improved pulse-to-pulse monitoring
capabilities and also include provisions for directly
measuring the beam-to-rf phase. Both of these fea-
tures will be important as the APS linac is called upon
to perform higher single-bunch charge operation for
direct booster injection, as well as various research
tasks.

The Survey & Alignment Group, over the course of
2003, straightened the linac accelerator tank struc-
tures. Small deviations of the linac sectors from perfect

straightness, typically on the order of less than .5
mm, are generally inconsequential for low-bunch
charges but, as the bunch charge is increased, can
start to degrade beam quality through wakefield
effects. The procedure, first performed on the struc-
tures at the end of the linac, produced notable
improvements in the transport of high-current beams
through the linac. The final linac sector straightening
took place during the December 2003 shutdown
period.

The linac rf switching system has been more
fully automated to facilitate rapidly redirecting linac rf
power as required in the event of klystron failure. The
system has proved very capable in practice and con-
tributed to injector availability.

TH E BO O S T E R SY N C H R O T R O N
Top-up operation, while important to APS users,

places heavy demands on the particle-beam injec-
tors, which are required to deliver reliable beam
every 2 min., 24 h/day, 7 days/week. One difficulty is
that APS accelerator operators have very little oppor-
tunity to “tune up” injector operation. Tuning up injec-

tion into the booster, for example, formerly required blocking the
beam with viewing screens. A feedback system has been
implemented that continuously controls the horizontal and ver-
tical injection trajectory as well as the beam energy and rf sys-
tem phase, eliminating the need for manual adjustments.

This automatic system calls for measuring the booster lon-
gitudinal and transverse injection transient turn-by-turn using
several BPMs. These signals are Fourier-analyzed to find the
six unique signals that give the oscillation amplitude and phase
of the horizontal, vertical, and longitudinal motion. An existing
feedback program has been configured to use these signals to
control the injection transients. The horizontal and longitudinal
loops are now in continuous operation.

Bob Dortwegt (ASD-ME) inspects the APS linac bunch compressor diagnostics.

John Lewellen (ASD-PHY) in the APS linac injection region.
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DUA L-C A N T E D UN D U L AT O R S
Because of the increasing scarcity of unallocated beamline real

estate at the APS, new ideas for enhancing productivity from the remain-
ing storage ring straight sections have been considered. One of these
ideas is the canted undulator (CU) straight section. In this configuration,
a chicane is created with a trio of dipole magnets with an undulator in
each leg (Fig. 2). The result is an angular separation between the x-ray
beams that can be exploited downstream to create two independent
beamlines from a single straight section.

C A N T E D - U N D U L A T O R C O M P O N E N T S

The CU system consists of two shortened undulators, a special ID
vacuum chamber, dipole magnets, a corrector magnet for the chicane,
and a specialized front end.

Undulator: The standard undulator used at the APS is a 2.4-m-long,
3.3-cm-period hybrid planar magnetic structure mounted on a welded alu-
minum strongback. To make room for the chicane dipoles, five periods
were removed from each end of the structure. The strongback is normally
supported by a gap-separation mechanism at the Airy points (0.22315L
from each end, where L is the total length) to minimize the distortion of
the magnetic structure by equalizing the droop of the overhanging ends
and of the sag at the midpoint between the two supports. The reduction
in magnetic attraction force at the ends causes an increase in the overall
amplitude of the droop. Finite-element calculations of the structure sug-
gested that the deformation was within tolerances, which was confirmed
by magnetic measurements.

ID Vacuum Chamber: The APS has designed a number of small-
aperture ID vacuum chambers based on aluminum extrusions. A new
extrusion has been developed that changes the chamber profile from an
ellipse to an oval. This new profile was used for the CU straight section. A
capacitive rf BPM is located at the center of the chamber.

Dipole and Corrector Magnets: In order to provide maximum flexibil-
ity for operation of the storage ring, electromagnets were chosen for the
CU system dipoles.To maintain the symmetry of the chicane, the center dipole
was designed to be twice as long as the end dipoles but with the same field.
All three magnets are operated in series with a single power supply.

In order to maintain the independence of the two beamlines, an x-y cor-
rector magnet was installed between the IDs that allows up to 30 µrad of
steering correction. In this way, minor steering variations of the first undulator
can be compensated with the APS feed-forward beam stabilization system so
as to eliminate any effect on the trajectory of the inboard beam by the first

Cheryl Giacomi (ASD-VAC) passing by the dual-can

Dipole  
0.5 mrad 

Dipole/Corrector  
1.0 mrad  

Dipole  
0.5 mrad  

BPM 

X-ray beams with  
1 mrad separation  Electron 

Beam Undulator  

Fig. 2. Schematic layout of a CU straight section showing the angular
separation of the x-ray beams produced by the three dipoles. The
dipoles are placed symmetrically around the center of the straight
section, and the BPM  is displaced 113 mm downstream. Fig. 3.  Layout of the front-end compon

undulator. All of the steering magnets, including the x-y
corrector, were designed to be installed over an existing
ID vacuum chamber. The two undulators, three dipoles,
and corrector were measured magnetically as a group on
the APS 6-m bench. No gap dependence of the magnetic



Table 4. Canted undulator front-end parameters

Stored beam current (mA) 200

Total power from two undulators (kW) 20.4

Power density at normal incidence
(kW/mrad2) 281

Temperature and equivalent stress for
h = 0.015 W/mm2°C, T0 = 20 °C) PS1 PS2

Incident angle 0.91° 0.91°

Peak normal incidence power density
(kW/mm2) 0.79 0.64

Peak incident power density (W/mm2) 12.7 10.4
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ted undulators installed at sector 23 on the APS storage ring.

nents for canted-undulator beamlines.

Below: Thermalgram showing two beam spots from the
GM/CA-CAT sector 23 canted undulator system, incident
on a beam stop in the first optics enclosure.

it was decided to design for a maximum allowable stored beam of 200
mA. This placed a severe constraint on the design of the first mask
and first photon shutter. Also, the horizontal displacement of the two
beams required that the glancing incidence surface of the photon
shutters be horizontal rather than vertical, which would have been
desirable from the standpoint of reducing the incident power density.
The requirement to absorb two separate x-ray beams led to a unique
design for the photon shutters. The chosen design intercepts the
beams on a horizontal Glidcop® strike plate in the closed position and
functions as a vertical mask in the open position. The relatively small
separation of the beams at the entrance of the front end also con-
tributed to a difficult thermal engineering challenge. Table 4 shows the
thermal design limits for the system, the two photon shutters PS1 and
PS2. Figure 3 shows a layout of the front end for a CU beamline.

Status: Two sectors (23 and 24) have had canted undulator sys-
tems installed and tested. In August of 2003, two beams were trans-
ported from the IDs at sector 23 on the first attempt.

field was seen because of the proximity of the dipole mag-
nets to the undulator magnetic structure.

Front End: A major challenge of the CU design was
the thermal load on the front end. Because of the desire
to increase the stored beam current at APS in the future,
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L I G H T SO U R C E R&D
HI G H-BR I G H T N E S S SO U R C E S

The performance of electron storage rings, thanks to the
strong damping provided by synchrotron radiation, is not
strongly dependent upon the performance of the electron-beam
source. Over the course of many turns around the ring, the
electron bunches are “damped down” into a configuration set by
the ring itself, independently of the source parameters. Next-
generation linac-based light sources, such as x-ray free-elec-
tron lasers and energy-recovery linacs, are essentially single-
pass devices, and their performance depends almost entirely
on the ability of the source to provide high-quality, high-peak-
current electron beams, both at and beyond the present state
of the art. The knowledge to be gained from designing these
next-generation injectors also offers high promise for develop-
ing the ability to construct other devices, such as compact,
high-powered THz radiation sources and multi-MV electron
microscopes.

The APS has constructed a high-brightness injector test
stand (ITS) at the gun end of the APS linac. Located in a sep-
arate accelerator enclosure and powered via the APS linac
waveguide switching system, the ITS was first employed to
characterize the new electron guns used for APS storage-ring

injection several years ago. It has recently been upgraded to
permit testing of new, high-brightness injector designs.

A ballistic-compression gun, intended to allow production
of beams with very high peak currents and, more broadly, to
explore longitudinal beam dynamics at low beam energies, is
installed in the ITS. The initial benchmarking energy-compres-
sion experiments on the ballistic bunch compression gun have
yielded results in very good agreement with theory (Fig. 4).

Provisions were also made for the installation in the injec-
tor test stand of a long-pulse drive, as well as a secondary
beamline and rf shunt to allow two guns to be installed in the
test area at the same time. This is being done partly to help
expand the test stand's role in supporting ongoing APS opera-
tion (for instance, providing a gun specifically for operator train-

Fig. 4. Four-element CdTe detector, custom made by AMPTEK.

ing purposes), as well as to help prepare for the future require-
ments for the APS (for instance, testing ns-pulse lasers for
direct booster injection applications).

Work has also continued on new injector designs, such as
the higher-order mode rf gun, and novel focusing schemes to
improve beam control and performance.

OP E R AT I N G ST O R A G E RI N G KLY S T R O N
R F SY S T E M S I N PA R A L L E L
352-MHZ R F SY S T E M TO P O LO G Y

The APS storage ring rf systems operate at a nominal rf
frequency of 351.93 MHz and supply the necessary rf power to
store up to 300 mA of electrons at 7 GeV. There are four 1.1-
MW klystron-based continuous-wave (CW) rf systems dedi-
cated to supplying power to the 16 storage ring rf cavities. A
waveguide switching/combining system (Fig. 5) is utilized to
direct and combine the outputs of the four rf systems to provide

Fig. 5. Doug Horan (left) and Geoff Pile (both ASD-RF) walking
under the rf waveguide switch #1.
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12 discrete operating modes. These modes allow
single-ended or parallel operation of the storage ring
rf systems. Parallel-klystron operation will be
required to store more than 150 mA in the APS stor-
age ring because the total amount of rf power
required will exceed 2 MW CW.

The 16 single-cell rf cavities in the storage ring
are grouped in 4 sectors of 4 cavities each. These
four sectors are combined in pairs, with each pair
being driven by either a single rf station or two rf sta-
tions operating in parallel. In both cases, WR2300 3-
dB hybrids, are used as splitters in single-ended
modes or as a combiner/ splitters in parallel modes.
Motor-driven WR2300 phase shifters located after
the hybrid output ports compensate for output phase
changes that depend on whether the hybrids are
being driven in single-ended or parallel fashion. The
phase of the rf power that drives the storage ring
cavity sectors must be kept within approximately 5°
of optimum for stable beam operation, and the rf
power must be equally divided between the sector-
pairs to avoid stressing cavity components. The use
of 3-dB, 90° hybrids to combine and then equally
split the output of two rf systems requires that the
output amplitude and phase of the parallel rf sys-
tems be controlled to within 6% and 2°, respectively.
Low-level rf and high-voltage power supply controls
are utilized to maintain these amplitude and phase tolerances.

PA R A L L E L-KLY S T R O N PH A S E

A N D AM P L I T U D E CO N T R O L

In the APS parallel klystron configuration, the rf power out-
put from two 352-MHz rf systems is combined and then split by
a 3-dB 90° WR2300 waveguide hybrid. Each of the two outputs
of the hybrid supplies one-half of the combined rf power to one
sector of rf cavities. Directional couplers installed in the straight
waveguide sections just prior to the hybrid ports sample the sig-
nals at each port of the hybrid. All of these directional couplers
are positioned at precisely the same distance from each hybrid
port waveguide flange to establish accurate phase references.

The two rf stations are operated in parallel configuration uti-
lizing a “master-slave” relationship. As shown in Fig. 6, RF1 is
the master station and RF4 is the slave station. The phase-con-
trol loop maintains a constant phase relationship between the
two stations at the input of the hybrid. A vector voltmeter is used
as a phase detector to minimize amplitude-to-phase cross mod-
ulation, with the reference input of the voltmeter driven by the
output of the master station. The setpoint of the phase-control
proportional-integral-differential (PID) card is manually adjusted
to maintain the power balance between the hybrid output ports.

The amplitude-control loop maintains a constant amplitude
relationship between the two stations at the input of the hybrid,
utilizing two envelope detectors and a PID amplifier to generate
a slave-station amplitude control voltage.

Fast rf interlocking is used to prevent overpowering of the rf
cavities, should the outputs of the two parallel rf stations drift

appreciatively out of phase from one another at the input ports
of the combining/splitting hybrid.

SY S T E M PE R F O R M A N C E W I T H STO R E D BE A M

Initial no-beam tests of the parallel-klystron operating
mode were performed in August 1999, with RF1 and RF4 con-
figured in parallel mode. These tests demonstrated that the
gap-voltage phase stability of the paralleled rf stations met the
1° peak-to-peak specification for the APS rf systems, with a
static phase error of -3.5° between the output ports of the com-
bining/splitting hybrid when the hybrid input powers were equal.
In December 1999, 50 mA of beam was successfully stored
using RF1 and RF4 operating in parallel mode and RF2 oper-
ating in single-ended mode. In the first high-current run that
took place on September 30, 2001, 200 mA was stored using
RF1 and RF4 operating in parallel mode and RF3 operating in
single-ended mode.

SU M M A RY O F T H E 225-MA TE S T RU N

After the successful 200-mA run, the RF Group completed
installation and testing of all final-version hardware required for
full parallel operation of the storage ring rf systems. This oper-
ating mode (“mode 1”) configured RF1 and RF4 as one paral-
lel pair, and RF2 and RF3 as a second parallel pair. This work
was necessary to permit storage ring operation at currents
higher than 200 mA.

On December 22, 2003, 225 mA was successfully stored
with the rf systems operating in mode 1. This operating mode
provided great flexibility in terms of uniform rf power require-

Fig. 6. APS rf waveguide switching and combining system.
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ment and distribution from each klystron. A main con-
cern during the current ramp to 225 mA was the reac-
tion of two independent storage ring rf gap voltage,
automatic gain-control feedback loops due to a beam
loss, and how quickly the rf power to the cavities
would be reduced to safe levels. There were only two
trips attributed to rf cavity pressure spikes, and the
recovery from both events was quick. There were
some elevated temperatures in the rf cavities as the
stored beam current was increased, but none of the
cavity-component temperatures reached their upper
allowed limits. After each beam dump, RF Group per-
sonnel were on hand to manually reset the rf system
parallel control loops in preparation for injection. This
function will be automated in preparation for the next
high-current run.

It is clear more than ever that keeping the rf cav-
ities under vacuum for a long time increases their
power-handling capability. This was evident during the
225-mA high-current run.

In summary, full parallel-mode operation of the
storage ring rf systems made it possible to reach 225
mA without stressing klystrons and while staying
within comfortable operational parameters. Long-term
conditioning of the rf cavities with and without beam made a
huge difference in high-power handling of the cavities and their
performance.

EPICS “ I O CCO R E”
The real-time accelerator and beamline control system at

the APS is based on the Experimental Physics and Industrial
Control System (EPICS) software toolkit, which was developed
as a collaboration between Los Alamos National Laboratory
and the APS Controls and Computing Group beginning in 1990
(see APS Science 2002). Since then, EPICS has grown in pop-
ularity among accelerator laboratories, telescope facilities, and
even commercial applications and has become globally recog-
nized as a capable, robust, and flexible platform upon which to
build a control system. There are currently over 150 licensed
users of the EPICS software, with many large Department of
Energy facilities among them. Most beamlines at the APS and
numerous beamlines at other light sources (14 at the National
Synchrotron Light Source alone) use EPICS as the basis for
beamline control. The APS continues to be a major contributor
to the EPICS collaboration and is directly involved with EPICS
development, documentation, distribution, and coordination.

Like all other accelerator technologies, EPICS must con-
tinually advance to stay current with emerging technology. A
significant enhancement in the EPICS toolkit beginning with
V.3.14.1 (December 2002) allows users of EPICS to take
advantage of emerging computer platforms while significantly
reducing the cost of EPICS implementation.

From its initial development, the real-time portion of EPICS
(known as iocCore) was written to use a commercial real-time
operating system (VxWorks® from Wind River Systems).
Although VxWorks is extremely capable and robust, choosing it

limited the selection of hardware that could be used for an input
output controller (IOC). Almost all IOCs prior to V.3.14 con-
sisted of a VME chassis, a VME single-board computer (for
which VxWorks support was available), and a collection of VME
modules for connections to the technical equipment. Many
EPICS users found the “buy-in” cost to be as much as $10,000
to build their first IOC, an amount that was prohibitive for small
projects.

However, thanks to EPICS V.3.14, EPICS iocCore can now
be easily ported to different operating systems, greatly increas-
ing the choices for implementing an IOC and reducing the buy-
in cost. The standard distribution already supports numerous
platforms, including Linux, Windows™, Solaris, Mac OS X, and
RTEMS (an open source, real-time operating system). It is now
possible to implement a stand-alone EPICS IOC for less than
$500. This greatly increases the range of applications where
EPICS is an attractive solution, suitable for even small projects.

BE A M L I N E CO N T R O L SO F T WA R E
The Beamline Control and Data Acquisition (BCDA) Group

has developed beamline software for APS-managed sectors 1
through 4, and has routinely made this software available to
other facility sectors. With the expansion of the number of APS-
managed sectors, BCDA interactions with sectors have
increased even more. In particular, this accelerated activity has
led to BCDA playing a key role in upgrading the beamline con-
trol system for IMMY/XOR.

Conversion of beamline-control software to work with the
latest version of EPICS (V 3.14) allows beamline software to
run on many more operating systems than possible under ear-
lier versions of EPICS. The new operating systems include
Linux and Windows. (We have noticed that Linux is becoming

The new stand-alone EPICS IOC is shown here in the hands of Eric Norum (Controls
Group), one of the developers of the device. This low-cost module, which is essen-
tially a PC running Linux, can be used to implement an EPICS control system with
much of the capability as the entire control rack seen above Eric's left shoulder. 

http://www.aps.anl.gov/epics/
http://www.aps.anl.gov/epics/
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the most popular operating system among the APS user com-
munity.) Python, a powerful scripting language that has many
advantages for use on beamlines, was used to write software
to thoroughly test EPICS run-time calculation software. Python
was also used for new modules to read and display scan data
stored by beamline-control software.

EPICS plays a major role in another important BCDA initia-
tive: data visualization. Using the RSI interactive display lan-
guage (IDL), BCDA developed a flexible and easy-to-use visu-
alization package. The EPICS/IDL visualization package
includes a collection of general-purpose data visualization tools
with simple analysis capabilities and several special-purpose
scan-data visualization programs, such as catcher, viewer, and
ScanSee (Fig. 7). They are written in the IDL programming lan-
guage plus an interface layer of EPICS channel access function
calls. All the visualization tools written in IDL are easily
accessed by simple mouse clicks and are designed to be user
friendly. The newly released IDL 6.0 also provides a new feature
called the IDL virtual machine. This allows users to run previ-
ously compiled IDL programs without an IDL license. The BCDA
took advantage of this fact by converting scan visualization tools
to run on the IDL virtual machine. All visualization tools have
been fully tested on both UNIX™ and Windows™ systems.
They are available to users for free download from the BCDA
web page (http://www.aps.anl.gov/aod/bcda/.

A new distribution system for beamline-control software
has been introduced to make it easier for APS sectors to obtain

BCDA software. By mirroring runable copies of most beamline
software on APS-managed file servers, from which sector
workstations and VME crates are permitted to read, the new
distribution system enables sectors to use, and develop with,
BCDA software without having to build or install it.

S T R E A M I N G V I D E O S Y S T E M

A streaming video (SV) system has been installed at the
APS for operational and diagnostics use in the accelerator facil-
ity. The system is composed of multiple Apple® Xserves run-
ning QuickTime Broadcaster to encode and multicast video
data onto the APS computer network for viewing on client com-
puters using the open-source Mpeg4ip SV software (Fig. 8). A
key feature of this setup is the low latency in the video that is
viewed on a client computer. The latency of the video (the
amount of time needed for a packet of data to go from one des-
ignated point to another) is 1 s or less. Latency is a critical fac-
tor in the real-time environment of accelerator controls. Most
SV systems are set up to buffer at least 3 s, or more, of video.
This would impose a challenge to accelerator operators who
must respond to events that occurred several seconds ago.

The APS SV system is integrated into the site-wide video
distribution system. This allows computer systems within the
APS to access any of the video sources on site (diagnostic
cameras, instruments with video outputs, etc.). Switching and
routing of the video signals to the SV system are done with the
integration of the video system components via EPICS. The
system is also set up to allow remote access; authorized per-
sons away from the facility can view the video streams by log-
ging in to the APS via the virtual private network. This is a valu-
able tool for remote troubleshooting during user runs. Remote
users employ Apple’s QuickTime Player application (Fig. 8) on
a Macintosh or Windows PC to access a low-bandwidth stream.
Plans to provide video archiving of streamed video for training
and other uses are also under way.

Fig. 7. Typical ScanSee display windows.

Fig. 8 (top). Mpeg4ip streaming video software shown running on
a Solaris workstation.  The software runs on Solaris, Linux, and Mac
OS X. Bottom: QuickTime Player application showing a video
stream from off site.
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DI A G N O S T I C S BE A M L I N E S AT SE C T O R 35
X-ray beam brightness is next to beam stability as one of the

most critical aspects of APS operations for users. Beam brightness is
directly related to the quality of the electron beam.The key transverse
parameter is source size, which is determined by beam emittance,
energy spread, and lattice parameters. Sector 35 at the APS is dedi-
cated to beam-diagnostics experiments designed to evaluate beam
size, divergence, emittance, and bunch length, all with the goal of pro-
viding x-ray beams of the highest quality.

During user operations, beam sizes are acquired by x-ray pin-
hole cameras at the sector 35 BM and undulator, while the beam
divergence at the straight sections is obtained by using the mono-
chromatic undulator beam. The raw beam images are transmitted to
users through the in-house cable TV at video rate (30 frames per sec-
ond [fps]) and also through a fast web-image server (5 fps).The video
images are also digitized and processed to extract horizontal and ver-
tical beam sizes and beam divergences, which are available online as
process variables, as shown in Table 5. The data are routinely
archived during user operations and machine studies, and can be
accessed through the use of tools developed by the APS Operations
Analysis Group.

Two significant sector 35 diagnostics upgrades in 2003 were
commissioning of the liquid nitrogen- (LN2) cooled monochromator at
the 35-ID beamline and installation of the 4-m pinhole camera at the
35-BM beamline.

LN2-COOLED MONOCHROMATOR In August 2003, the single-crystal
monochromator at 35-ID, which had been upgraded to LN2 cooling,
began taking beam with a silicon-wafer assembly.
During four months of operation, the heat-load limit
of the assembly was tested, leading to increased
confidence in the operation of the LN2 pump. Time-
resolved imaging of the electron beam was also
obtained. In two machine-study runs, single-bunch,
single-pass images were captured at a resolution of
5 µrad, comparable to the vertical beam divergence
(Fig. 9).

In December 2003, the cryocooled monochro-
mator at 35-ID was used to support the high-current
(225 mA) machine study. It was the only ID beam-
line approved to operate during the increased-cur-
rent study period. Once again, the beamline was
used to explore a new operating parameter space.
Figure 10 shows the x-ray beam image and profile
taken with the monochromator when a longitudinal
instability was present.

Fig. 10. X-ray beam image
(above) and profile (right) taken
with the LN2-cooled monochro-
mator during the 225-mA run. A
longitudinal instability was pur-
posely induced for this part of
the study.

Table 5. On-line beam information available during user operations.

Beam property Process variable Slow web display Fast web display
www.aps.anl.gov/asd/diagnostics/

B M  b e a m  s i ze S : V I D 1 : x : f i t : c a l : s i g m a M i m ag e D a ta /S-V ID1Data .h tm l a x i s 3 5 . a p s . a n l . g ov

ID  D i ve rg e n c e S : V I D 2 : x : f i t : c a l : s i g m a M i m ag e Da ta /S-V ID2Data .h tm l a x i s 3 5 . a p s . a n l . g ov

ID  beam s i ze S : V I D 3 : x : f i t : c a l : s i g m a M i m ag e Da ta /S-V ID3Data .h tm l a x i s 3 5 . a p s . a n l . g ov

Fig. 9. Top: Single-turn ID x-ray beam images taken before firing
the injection kicker (left) and 100 turns after the kicker pulse
(right). Bottom: The rms vertical beam size (in µrad) as a function
of turn numbers after the kicker firing. 
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4-M PINHOLE CAMERA The optimal spatial resolution of a
pinhole camera is proportional to the square root of its object
distance and the wavelength used for imaging. A new pinhole
slits assembly located between two storage ring vacuum cham-
bers was designed and fabricated, and then installed during
the December 2003–January 2004 shutdown period. The pin-
hole is 4 m from the bend magnet source. When completed, the
camera is expected to have a spatial resolution of 10 µm or
less, compared to the current level of 22 µm.This resolution will
dramatically improve the accuracy of measurements of the ver-
tical beam size, which is less than 20 µm in some cases. Initial
images of the beam have been obtained using a converter and
a camera in the 35-BM-C station.

NE W BE N D I N G MA G N E T FR O N T EN D S
The APS has designed a new front end that will be used

for BM beamlines. This new design builds upon the previous
front-end design while implementing more recent fabrication
techniques and lessons learned from eight years of operational
experience. As before, the design is capable of handling the
thermal load produced by a 300-mA stored beam in prepara-
tion for future accelerator improvements. Most components,
such as fixed masks, photon shutters, safety shutters, and wall
collimators, have been redesigned. The general layout of a BM
front end is shown in Fig. 11.

Fixed masks confine the photon beam and protect the
downstream components from a missteered beam. For manu-
facturing simplicity, the three oxygen-free, high-conductivity
copper BM masks (Fig. 12) share a common design except for
the aperture.

Photon shutters absorb the full power of the beam to iso-
late and protect downstream components. The new assembly
(Fig. 13) is much less expensive to manufacture than the previ-
ous design and avoids some maintenance difficulties. The new
actuator assembly allows cylinder changes without breaking
vacuum.

The safety shutter has been redesigned with the same
shielding features of current BM front-end safety shutters: a step
labyrinth that avoids a direct line of sight, as shown in Fig. 14.

Several incidents involving movement of the lead shot in the
existing BM front-end wall shielding led to a desire to replace the
shot with lead bricks. Solid lead bricks will be stacked to fill the
entire opening to a depth of 300 mm in the upstream area for
maximum radiation protection. In the downstream area, the vac-
uum tube is enclosed by 50-mm-thick lead bricks (Fig. 15).

Fig. 11. General layout of the new BM front ends.

Fig. 12. Fixed masks.

Fig. 13. The photon shutter.

Fig. 14. The safety shutter and its tungsten blocks.
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Fig. 15. The wall collimator.

In summary, the major design changes for the new BM
front ends are:
• All fixed masks will have the same external size with one
water-cooling loop.
• The slow-valve aperture is reduced to φ 4 in. from φ 6 in.
• Acoustic delay baffles in a transport pipe are removed.
• The photon shutters and safety shutter are newly designed.
• The wall collimator is newly designed, with lead bricks replac-
ing lead shot.
• New support tables consist of a modular, lightweight, alu-
minum structure and a welded steel structure.

HI G H-HE AT-LO A D FR O N T EN D S
Two new APS beamlines (the Nanoprobe beamline at sec-

tor 26 and the Inelastic X-ray Scattering (IXS) beamline at sec-
tor 30) require two or three in-line undulators, respectively, to
achieve the required high photon intensity. With the expectation
of a future storage ring beam current that is higher, a new inser-
tion device front end has been designed to handle a maximum
total power of 21 kW and a maximum peak power density of
590 kW/mrad2, which is approximately 3.8 times the heat load
experienced with use of a single undulator at 100-mA stored
beam current. This new front end will allow the operation of two
in-line, 3.3-cm-period, 2.4-m-long undulators at k = 2.76 with
180 mA for the Nanoprobe beamline, or alternatively, three in-
line undulators at k=2.0 with 150 mA for the IXS beamline. The
new front ends are scheduled to be installed in September
2004 for IXS and January 2005 for the Nanoprobe beamline.

FR O N T-EN D LAYO U T & HI G H-HE AT-LO A D

MA N A G E M E N T

The high-heat-load front ends for the Nanoprobe and IXS
beamlines are almost identical in their design, except for the
aperture of the exit mask and the Be window. The Nanoprobe
beamline will use a window only for the commissioning phase,
operating windowless during the mature phase. The exit mask
aperture for the Nanoprobe beamline is to be 3 mm × 2 mm.
The IXS beamline is to operate with a Be window. An exit mask
aperture of 3 mm × 1 mm has been specified to reduce the total
power on the downstream beamline components. The layout of
the front end is shown in Fig. 16.

FR O N T-EN D CO M P O N E N T AN A LY S I S ,  DE S I G N,  A N D

FA B R I C AT I O N

Front-end fixed masks (FMs) and photon shutters (PSs)
are used to confine and stop the intense synchrotron radiation
inside the storage ring tunnel upstream from the first optical
enclosure.The first fixed mask (FM1, the one closest to the stor-
age ring) is exposed to a total power of 21.1 kW and a peak
power density of 31.5 W/mm2. The first photon shutter (PS1)
absorbs as much as 14.6 kW, with a maximum power density of
24.6 kW/mm2. The designs of FM1, FM2, FM4, PS1, and PS2
employ a common design concept.The fixed masks (FM1, FM2,
and FM4) are horizontal masks, reducing the aperture in the
horizontal direction only. At the open position, PS1 and PS2 are
horizontal masks as well. An actuator installed at the down-

Table 7. Bremsstrahlung shielding aperture
or external size of shielding.

Component Shielding aperture or
external size of shielding

Lead collimator #1 100 ×× 26

300 (L) ×× 520 (W) ×× 100 (H)

Lead brick #2 300 (L) ×× 300 (W) ×× 100 (H)

Lead brick #3 300 (L) ×× 450 (W) ×× 100 (H)

300 (L) ×× 200 (W) ×× 100 (H)

Safety shutter 132 ×× 16

Wall collimator 151 ×× 26

Table 6. Optical apertures of the BM front-end
components.

Component Optical aperture
(mm ×× mm)

Fixed mask 1 130 ×× 30 (in.)

62 ×× 8 (exit)

XBPM 1 90 ×× 24

Photon shutter 1 130 ×× 30

Slow valve φφ100

Fast valve 110 ×× 18

Lead collimator 94 ×× 20

Fixed mask 2 130 ×× 30 (in.)

104 ×× 8 (exit)

XBPM 2 125 ×× 18

Fixed mask 3 130 ×× 20 (in.)

111 ×× 5.2 (exit)

Photon shutter 2 130 ×× 30 

Safety shutter 132 ×× 16

Wall collimator 141 ×× 16

Be window 145 ×× 8.8 (W)

145 ×× 12 (C)
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stream end of PS1 and PS2 can actuate horizontally with an
8.5-mm stroke to make PS1 or PS2 pivot around a hinge near
the inlet in order to shut off the beam; PS1 and PS2 are identi-
cal to each other.

A solid model of the mechanical design of PS1 is shown
in Fig. 17. The thermal analysis of PS1 for the Nanoprobe
beamline is shown in Fig. 18. The PS1 is made by brazing the
left and right halves together. One half is OFHC copper only.
The other half, which intercepts the beam at the closed position,
is made of OFHC copper with an explosion-bonded Glidcop®

face plate. The designs of FM3 and the exit mask use the same
concept. Both are made by brazing the left and right halves
together to form a V-shaped block. A slot is machined into each
half before brazing to form the desired aperture size, such as 3
× 1 mm for the IXS device exit mask. All fixed masks and pho-
ton shutters are water cooled, with wire-coil inserts to enhance
the cooling film coefficient.

ID VA C U U M CH A M B E R
DE V E LO P M E N T A N D FA B R I C AT I O N

Over the years, a family of ID vacuum chambers has been
developed at the APS based on extruded-aluminum technol-
ogy. In 2003, a new-style chamber was fabricated that features
a new extrusion with a 7.5-mm aperture and a revised profile
for greater clearance at the horizontal extremes of the aperture.
This chamber helps reduce beam losses during injection while
still providing a minimum undulator pole gap of 10.5 mm. This
profile has been used in three canted-undulator sectors
installed during 2003.

In past years, APS technology was extended to provide
chambers for other synchrotron sources, including BESSY II, in
Berlin, Germany; for the Deutsches Elektrononen-Synchrotron
vacuum-ultraviolet free-electron laser; and for the Swiss Light
Source at the Paul Scherer Institute. Recently, new designs
were made for BESSY II and for the Canadian Light Source.
Two of the BESSY II chambers were a repetition of an existing
design, but four of the BESSY chambers were completely new
designs with special BPM blocks and new end flanges. Water
cooling was implemented in the body of these vacuum cham-
bers and, for two of the four chambers, in the nose as well. Two
of these four chambers also have an additional channel to allow
the introduction of seed laser light for a femtosecond slicing
experiment.

Fig. 16. Layout of the APS high-heat-load front end for the Nanoprobe and IXS beamlines.

Fig. 17. Mechanical design of PS1.

Fig. 18. Nanoprobe PS1 temperature (°C) plot.
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RA D I AT I O N EF F E C T S O N
IN S E R T I O N DE V I C E S

Radiation-induced demagnetization has been observed in
a few IDs in the APS storage ring. To date, the IDs that suffered
the most severe radiation damage are those located in sectors
3 and 4. Those are the only sectors in the storage ring equipped
with small, 5-mm-aperture ID vacuum chambers.

Magnetic measurements of individual magnet blocks from
the IDs located in these sectors showed that the damage is
very localized. Hall-probe scans were performed over the faces
of the magnet blocks, in both the x and y directions (Fig. 19a).
The corresponding demagnetization profiles for magnet block
#6 removed from the upstream end of the upstream undulator
in sector 3 are shown in Fig. 19b-c. The transverse x-scan
across the face of the magnet block showed
that the magnet is primarily demagnetized
directly under the beam (Fig. 19b). The verti-
cal scan revealed demagnetization only in the
top section of the magnet that is closest to the
beam (Fig. 19c).

Since the magnet blocks are symmetric,
they were able to be rotated in place. This
placed the damaged region away from the
beam, and the upstream undulator from sec-
tor 3 regained field strength. Standard tuning
methods were then used to adjust the phase
errors, and the device was reinstalled in the
storage ring.

A pulsed magnetizer has also recently
been purchased. Damaged magnet blocks
removed from the upstream undulator in sec-
tor 3 and the sector 4 undulator were remag-
netized to approximately the same total
moment as the undamaged undulator mag-

nets, as measured by Helmholtz coils. Figure 20 shows the dif-
ference in strength of each remagnetized magnet block from
the average of all magnets in one undulator jaw of the sector 4
undulator. They all lie within a narrow band, as they did prior to
their exposure in the radiation field of the storage ring. After
remagnetization of the individual magnet blocks, the device
was reassembled. The magnetic tuning proceeded smoothly,
and the restored device from sector 4 was reinstalled.

Dose monitoring along the length of the damaged IDs in
sectors 3 and 4 is continuing in order to allow comparisons with
the demagnetization profiles. Alanine films were used for such
measurements, because these dosimeters are thin enough to
be placed directly in the magnet recess without affecting the
minimum gap. The dose measurements revealed significant
dose nonuniformities along the length of these IDs.

Fig. 20. Relative difference (%) between the magnetic moment of one magnet block
and the average of the population of magnets for one jaw of the sector 4 undulator.

Fig. 19. Hall-probe scans across two faces of the
damaged magnet block (the electron beam trav-
els above the magnetic structure shown).

(a) (b)

(c)
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TW E N T Y YE A R S O N:  A VI S I O N
F O R T H E FU T U R E O F T H E APS

OO ver the past three decades, the brilliance of synchrotron
x-ray sources has doubled every 10 months. Use of
coherent flux, which is directly proportional to beam bril-

liance, has had major unforeseen benefits for work in the physical sci-
ences, life sciences, and engineering. But improved performance will
permit new uses of existing sources such as the APS.

Over the next 20 years, new and exciting x-ray sources are
expected to appear on the x-ray science horizon. These sources will
not be simple enhancements of existing third-generation sources.
They will be a new breed of sources with new properties and the
potential for new applications. Even as these new sources come into
existence, the APS must remain at the cutting edge of third-generation
synchrotron radiation technology, where the demand for x-rays will not
decrease for the next 20 years or more. At the request of DOE, a 20-
year upgrade plan for the APS has been developed. It is organized into
four temporally overlapping phases:

• Phase I. Complete beamline installations on the remainder of the
storage ring and maximize operations at existing beamlines. This
phase, which has already begun, is expected to extend over the next
eight years.

The APS provides i t s  users  wi th the
br ightes t  ha rd  x - ray  beams  in  the
Weste r n  Hemi sphere .  Th i s  nat iona l
research faci l i ty ,  which i s  funded by
the U.S . Department of Energy, Off ice
of  Bas ic Energy Sc ience,  has  been
operat ing  fo r  u se r  exper imentat ion
s ince 1996.  The APS has proven to be a
highly  re l iable source of  br i l l iant  x- ray
beams for  an ever-growing user  popu-
lat ion.  I t  i s  APS management’s  respon-
s ib i l i ty  to assure that th i s  faci l i ty  in  par-
t icu lar,  and x- ray sc ience in general ,
cont inue to evolve to meet the needs
of  cur rent  and future users ,  who wi l l
br ing synchrotron-technique sc ience to
new realms of  sc ient i f ic  d iscovery.  
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http://www.aps.anl.gov/aps/downloads/20030822-roadmap.pdf
http://www.aps.anl.gov/aps/downloads/20030822-roadmap.pdf


• Phase II. Optimize source characteristics. This
phase will overlap Phase I and focus on upgrading
of insertion devices and accelerator characteristics.
It too, has already begun and will continue for a
decade or more.
•  Phase III. Develop the next-generation user facility
by improving the efficiency and performance of
beamlines and taking advantage of advanced detec-
tors, robotics, and automation. This phase will start
in full in approximately eight to ten years.

• Phase IV. Implement a major upgrade of the
accelerator complex to develop a “super storage
ring.” Work on this final phase will begin about 10
years from now and will last for approximately 10
years.

PH A S E I  
The appropriate focus for the first phase of a 20-

year plan for APS upgrade (Fig. 1) is full utilization of
the storage ring. It is expected that construction of
approximately 10 new APS beamlines will occur
from the present through FY 2012. This new con-
struction will encompass the four remaining insertion device
beamlines and the installation of several new bending magnet
beamlines. These 10 new beamlines will not include three sec-
tors dedicated to macromolecular crystallography, where con-
struction has begun or is about to begin (General Medicine and
Cancer Institutes Collaborative Access Team [CAT]),
Northeastern CAT and Life Science CAT); the insertion device
beamlines for two exciting proposals whose construction has
been partially funded by DOE-BES (the inelastic x-ray scatter-
ing beamline and the nanoprobe beamline to be associated
with the CNM); and a powder diffraction beamline on a bending
magnet line, also funded (Fig. 2) by the Department of Energy’s
Office of Basic Energy Sciences.

Construction of the remaining available APS
sectors is expected to continue through the next
decade. In parallel with construction of new beam-
lines, we must contend with the aging of our existing
beamlines. Ten years have passed since several
APS beamlines were first designed, and they are in
need of major refurbishments to take advantage of
recent advances in optics and instrumentation.
Development of state-of-the-art detectors is perhaps
most urgent. In many cases, better detectors are
already on the critical path to achieving faster data
collection. Construction and refurbishment of some
aging beamlines will be the responsibility of the APS,
either alone or in collaboration with partner users.
The proposed science to be performed at those
beamlines will drive the new construction and
upgrades.

The APS will rely heavily on guidance from its
Scientific Advisory Committee in determining which
beamlines will be built and upgraded. Future beam-
lines are expected to fall into two major categories:

those used for “routine data collection,” which need to be pro-
vided as “turn key” facilities (such as the powder diffraction line
currently under construction); and cutting-edge beamlines opti-
mized for “experiments,” where constant innovation and tweak-
ing are necessary for scientific success. The highly specialized
beamlines in the second category are being designed for radi-
ation properties optimized to particular types of research, such
as inelastic x-ray scattering, high-energy x-ray scattering, or
nanoprobe applications. Therefore, concurrent with develop-
ment of new beamlines under Phase I, the aggressive source
development specified in Phase II is also needed.
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Fig. 1. Timeline for implementation of Phases I-IV.

Fig. 2. Budget profile for Phases I-IV.
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PH A S E I I
Given the limitations imposed by the current magnetic lat-

tice of the APS storage ring, further reductions in the natural
emittance (presently better than the original design specifica-
tion by a factor of almost three) can be only incremental.
Therefore, without major reconstruction of the storage ring, sig-
nificant increases in beam brilliance must come through the
development of optimized insertion devices or increases in cir-
culating beam current, as well as compatible front ends and
optical components. These enhancements could improve effec-
tive brilliance by more than an order of magnitude.

Despite the common idea that high-energy, third-genera-
tion storage rings are associated with the production of hard
x-rays, 6-8 GeV is, in fact, an ideal stored-beam energy for gen-
erating elliptically polarized soft x-rays. This fact, combined with
the inherently superior stability of higher-energy
beams, means that high-energy
storage rings have considerable
advantage in generating high-quality
polarized soft x-ray beams. Insertion
device development will push toward
increased brightness at high energies
with shorter-period devices capable of
higher energies (20-45 keV) with the
first harmonic. The most promising
approach to this development will use
superconducting undulators. Increased
brilliance at high photon energies (25 keV
and above) will improve inelastic x-ray
scattering capabilities and provide an
unequaled source of high-brilliance hard x-
rays for high-energy elastic scattering. To
improve beam brilliance further, the possi-
bility of increasing the length of straight sec-
tions in the storage ring to accommodate
longer or multiple insertion devices is being
investigated. Longer straight sections would
also allow installation of elliptically polarizing
undulators optimized from 0.5 to 3 keV. The
beam brilliance from these devices would result in a world-class
beamline for photoemission and a photoemission electron
microscope capable of spatial resolutions of a few nanometers,
well suited to studying the magnetic properties of materials.

In addition to superconducting and polarizing undulators,
Phase II work will also focus on solenoid-driven undulators.
Insertion devices based on solenoids can have variable periods
and variable fields (in contrast to present-day devices with fixed
periods and variable fields), making them valuable for a host of
scientific applications requiring optimization in several different
energy ranges. As noted above, substantial reduction in the
natural emittance of the APS is unlikely with its present lattice.
However, the effective emittance delivered to users can be
improved via enhanced beam stability. Phase II will continue the
focus on this effort. Phase II will also focus on reducing the size
and duration of perturbations of the stored beam during the top-
up process, which will further enhance beam quality.

PH A S E S I I I  A N D IV 
To adequately accommodate the estimated 10,000

researchers who will use the APS during the coming decade,
Phase III enhancements will improve ease of access for users,
beamline performance, and data-collection speed. Automation
and robotics for sample alignment have already been imple-
mented on some macromolecular crystallography beamlines at
the APS and elsewhere. Many physical science beamlines
could benefit from similar techniques. For instance, integration
of automated sample changers into powder diffraction beam-
lines and small-angle-scattering beamlines seems to be a
straightforward extension of the sample changers used for
macromolecular crystallography. Moreover, automated align-

ment of optical components and diffractome-
ters could substantially increase scientific
productivity of some beamlines (particularly
the turn key beamlines proposed for Phase
I). A large class of experiments exists that
could be performed effectively via remote
access, if real-time communication of
data, experimental conditions, and beam-
line control are achieved.

In Phase IV, significant improve-
ments in the accelerator system are
envisioned. As indicated above, main-
taining the existing 40-fold symmetry of
the storage ring implies that only incre-
mental improvements in particle beam
brilliance can be expected. Phase IV
calls for a radical change in the stor-
age ring magnetic lattice, from 40-
fold symmetry to 80-fold, which will
reduce beam emittance by a factor
of eight. This 8-fold increase in
beam brilliance— n combination
with the increased brilliance

achieved through optimized insertion
devices, longer straight sections, and increased cur-

rent—would put the APS near the limit of brilliance attainable
with a storage ring of its dimensions and energy. The resulting
super storage ring would significantly benefit the many impor-
tant brilliance-related techniques. The obvious advantage of the
Phase IV approach to a super storage ring is its use of existing
beamlines. The novel concepts proposed would create new
capabilities that would be qualitatively and quantitatively differ-
ent, and considerable R&D would be required to verify the fea-
sibility of the proposed alterations of the storage ring.
Modification of the APS storage ring for reduced emittance
would not be implemented until very late in the 20-year plan.

While Phases I and II, which were strongly supported by
the BES Advisory Committee, will, in all likelihood, be funded
through increased operational support, we are happy to report
that our plans for Phases III and IV were strongly supported by
DOE and the APS Upgrade (i.e., Phases III and IV) was
recently included in DOE’s 20-year plan, Facilities for the Future
of Science, A Twenty-Year Outlook. ❍

http://www.er.doe.gov/Sub/Facilities_for_future/facilities_future.htm
http://www.er.doe.gov/Sub/Facilities_for_future/facilities_future.htm
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TH E AR G O N N E L I N E A R FR E E-EL E C T R O N L A S E R

AA PS accelerator physicists have developed a high-
gain free-electron laser (FEL) using the injector lin-
ear accelerator (linac) and the 20-m undulator in the

low-energy undulator test line (LEUTL) tunnel. This is the first
self-amplified spontaneous-emission (SASE) FEL to reach sat-
uration at visible and ultraviolet wavelengths. (See  APS
Science 2002.)  The LEUTL FEL allows experimental tech-
niques hitherto not feasible in this wavelength region. Scientists
at Argonne’s Materials Science Division have installed a state-
of-the-art spectrometer called SPIRIT (Single-Photon
Ionization Resonant Ionization to Threshold) at the LEUTL end
station to take advantage of the unique characteristics of the
LEUTL FEL. An example is the first measurement of a nucle-
obase adduct by vacuum ultraviolet photoionization. Here, gua-
nine was sputtered with an ion beam from a cinnamic acid
matrix. The superior sensitivity of the LEUTL-SPIRIT combina-
tion over other methods in detecting adducts can be seen
clearly in Fig. 1 (at least a factor of 100  in the case of the gua-
nine-phenyl adduct). The result has important implications for
measuring carcinogens and understanding the mechanisms by
which they cause cancer.

The basic limitation of the LEUTL FEL is the severe lack of
beam time available for experiments because the linac is nor-
mally exclusively used for running the APS in top-up mode.
Even when the linac is available, it is shared by other activities.

Recently, APS submitted a proposal to the Department of
Energy that would turn this one-of-a-kind FEL into a beamline
capable of serving as a serious experimental program, which
would be known as the Argonne Linear Free-Electron Laser, or
ALF. The main improvements that need to be made for the ALF
conversion are an upgrade of the linac and gun components for
the interleaving operation and greater pulse stability.
Interleaving, illustrated in Fig. 2, involves dynamically sharing
the linac beams between top-up of the APS storage ring and
servicing ALF; this will dramatically increase the availability of
the FEL to 96%, compared to the current 3%. The operating
wavelength region will be reoptimized by tuning the undulator
gaps. The improvement project will take three years and cost
about $5M.

Three scientific grand challenges are delineated in the
ALF proposal: diagnosing the initial stages of cancer, evolution
of our sun, and selective bond breaking. For a broader view on
the potential scientific uses of the ALF, a workshop was held at
Argonne on October 30-31, 2003. Over 60 scientists partici-
pated in four working groups: AMO (atomic, molecular, and
optical sciences) and chemical physics, cosmochemistry and
geosciences, material science, and biology and environmental
science. The workshop confirmed that there is strong user
interest  the unique capabilities, not available from other
sources, of the ALF beams in the combination of pulse energy
(100 microjoules), duration (300 femtoseconds), and broad
tunability. (Contact K.-J. Kim, kwangje@aps.anl.gov) ❍

Fig. 1.  Single photon ionization (SPI, blue) time-of-flight mass
spectrum of guanine (G) with sodium (G+Na) and phenyl
(G+P) adducts.  The guanine was desorbed with an ion beam
and photoionized with the LEUTL beam tuned near 157 nm.
Notice the prominent G+P peak with SPI-LEUTL (in blue) com-
pared to the barely visible corresponding peak with second-
ary ion mass spectrometry (SIMS, red). The SPI spectrum has
been offset for clarity.

Fig. 2.  Top: Electron beam path, shown in green, for injection
into the booster synchrotron and APS storage ring.  Middle:
Beam path for ALF operations.  Bottom: Timing diagram for the
ramped dipoles used for interleaving.
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There are a number of possible developments that may be
attractive to new scientific users, including seeding to increase
the temporal coherence, and related experiments with electron
beams produced by the APS guns under development. They

include ultrafast diffraction and microscopy. Given sufficient sci-
entific interest, it is envisaged that the ALF and related activi-
ties can be incorporated as part of a new strategic initiative at
Argonne.

TT he Linac Coherent
Light Source
(LCLS) at the

Stanford Linear Accelerator
Center (SLAC) will be the
world’s first x-ray free-elec-
tron laser (FEL). Compared to
the APS, the peak brightness
of the LCLS will be more than
9 orders of magnitude larger
and the pulse length will be at
least a factor of 500 shorter.
These extreme properties will
enable a broad range of new
science and technologies.

The LCLS is scheduled
to begin operation in 2009.
Formal construction begins in
fiscal year (FY) 2006, but a
significant amount of con-
struction will take place in
FY05. Completion of LCLS construction is scheduled for the
end of 2007, with commissioning to occur during 2008.

The x-ray FEL at the LCLS will initially operate much like
the FEL at the APS (known as the LEUTL, for Low-Energy
Undulator Test Line). A high-brightness electron beam will be
accelerated by a linear accelerator. This beam will then be
guided through a long, precision undulator magnet system. As
the electron beam passes through the undulator magnetic field,
the resulting light will generate x-rays, and these x-rays will
interact back on the electron bunch. This process will conspire
to create microbunching within the electron bunch, which will,
in turn, radiate coherently and intensely at the resonant wave-
length. An exponential runaway feedback process will develop
and continue until the process reaches saturation. This self-
amplified spontaneous emission FEL process generates an
x-ray pulse that is transversely coherent and has a very high
degree of temporal coherence. It is laser-like at x-ray wave-
lengths.

Much like the Spallation Neutron Source at Oak Ridge
National Laboratory, the LCLS is a multilaboratory collabora-
tion, the principal laboratory being SLAC, where the LCLS will
be. Both the Argonne and Lawrence Livermore national labora-

UN D U L AT O R S F O R T H E L I N A C CO H E R E N T L I G H T SO U R C E
tories are major collaboration
participants.

Capitalizing on the preci-
sion undulator systems exper-
tise at the APS, Argonne is
responsible for the delivery of
the approximately 130-m-long
LCLS undulator system. This
component includes the 33
permanent-magnet, fixed-gap
undulators; the 33 focusing
quadrupoles; all associated
diagnostics, vacuum systems,
and controls systems; and
most supports. Advanced
Photon Source scientists and
engineers will also consult on
the construction of a magnet
measurement facility at SLAC.

For the LCLS contingent
at APS, the year 2003 was a
period of final transition from

an R&D effort to the project engineering and design phase. In
January 2003, Stephen Milton (milton@aps.anl.gov) was
appointed ANL LCLS Project Director. An important LCLS mile-
stone was achieved in May 2003 when the Department of
Energy granted LCLS a  Critical Decision 2a, giving approval to
the request for long-lead procurements in FY05.

Throughout 2003, the ANL LCLS team concentrated on
additional engineering and design issues and on completing
tests on the first full-length undulator prototype magnet. This
magnet, built in 2002, must achieve very exacting and critical
tolerances. In particular, the normalized average field strength
for this magnet must be correct to within 1.5 × 10-4. This toler-
ance translates into an undulator gap constant to within 1 µm.
The solution to this technical requirement came from an idea
generated during the review of the undulator prototype in
November 2003 and utilizes a “canted” pole concept: poles
shimmed and tipped by 3 mrad relative to one another.

A complete work breakdown structure and an integrated
cost and schedule for the ANL component of the LCLS project
have been completed. These will be reviewed in May 2004 by
an external, independent review committee, at which time for-
mal baselines will be set for LCLS costs and schedules. ❍

Fig. 1. A three-dimensional model of one of the 33 permanent magnet,
fixed-gap, 3.4-m-long LCLS undulators.
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APS SO U R C E PA R A M E T E R S

Undulator A
Period: 3.30 cm
Length: 2.4 m
Kmax: 2.74 (effective; at minimum gap)
Minimum gap: 10.5 mm
Tuning range: 3.0-13.0 keV (1st harmonic)

3.0-45.0 keV (1st-5th harmonic)
On-axis peak brilliance:

4.6 x 1019 ph/s/mrad2/mm2/0.1%bw at 7 keV
Source size and divergence at 8.0 keV:
Σx: 273 µm Σy: 10 µm
Σx': 12.6 µrad Σy': 6.6 µrad

2.70-cm Undulator (sector 3)
Period: 2.70 cm
Length: 2.4 m
Kmax: 2.18 (effective; at minimum gap)
Minimum gap: 8.5 mm
Tuning range: 5.1-16.0 keV (1st harmonic)

5.1-60.0 keV (1st-5th harmonic)
On-axis peak brilliance:

6.4 x 1019 ph/s/mrad2/mm2/0.1%bw at 8 keV
Source size and divergence at 8.0 keV:
Σx: 273 µm Σy: 10 µm
Σx': 12.6 µrad Σy': 6.6 µrad

5.50-cm Undulator (sector 2)
Period length: 5.50 cm
Length: 2.4 m
Kmax: 6.57 (effective; at minimum gap)
Minimum gap: 10.5 mm
Tuning range: 0.4-7.0 keV (1st harmonic)

0.4-25.0 keV (1st-5th harmonic)
On-axis peak brilliance:

1.9 x 1019 ph/s/mrad2/mm2/0.1%bw at 4 keV
Source size and divergence at 4.0 keV:
Σx: 273 µm Σy: 10 µm
Σx': 13.8 µrad Σy': 8.7µrad

APS Bending Magnet
Critical energy: 19.51 keV
Energy range: 1-100 keV
On-axis peak brilliance:

5.6 x 1015 ph/s/mrad2/mm2/0.1%bw at 16.3 keV
On-axis peak angular flux:

9.6 x 1013 ph/s/mrad2/0.1%bw at 16.3 keV
On-axis peak horizontal angular flux:

1.6 x 1013 ph/s/mradh/0.1%bw at 5.6 keV
Source size and divergence at the critical energy:
Σx: 91 µm Σy: 30 µm
Σx': 6 mrad Σy': 47 µrad

Circularly Polarized Undulator (sector 4)
Period: 12.8 cm
Length: 2.1 m

Circular mode:
Kmax: 2.65 (effective; for both horizontal and vertical fields

at maximum currents 1.2 kA horizontal and
0.34 kA vertical)

Bmax: 0.26 T (peak fields)
Tuning range: 0.5-3.0 keV (1st harmonic)
On-axis peak circular brilliance:

3.4 x 1018 ph/s/mrad2/mm2/0.1%bw at 1.8 keV 
Linear mode:
Kmax: 2.80 (effective; for both horizontal and vertical fields

at maximum currents 1.4 kA horizontal and
0.40 kA vertical)

Bmax: 0.29 T (peak fields)
Tuning range: 0.8-3.0 keV (1st harmonic)

0.8-10.0 keV (1st-5th harmonic)
On-axis peak linear brilliance:

2.5 x 1018 ph/s/mrad2/mm2/0.1%bw at 2.1 keV
Switching frequency: 0-5 Hz
Switching rise time: 20 ms
Source size and divergence at 1.5 keV:
Σx: 273 µm Σy: 10µm
Σx': 17.9 µrad Σy': 14.4 µrad

Elliptical Multipole Wiggler (sector 11)
Period length: 16.0 cm
Number of poles: 34 permanent magnets,

36 electromagnets 
Length: 2.8 m
Kx-max: 1.3 (effective; at maximum current 1.15 kA)
Ky-max: 14.4 (peak; at minimum gap 24.0 mm)
Switching frequency: 0-10 Hz
Critical energy: 31.4 keV (at minimum gap)
Energy range: 5-200 keV
Source size and divergence at the critical energy:
Σx: 273 µm Σy: 10 µm
Σx': 820 µrad (FWHM 1.9 mrad; non-Gaussian; linear mode)
Σy': 47 µrad (linear mode)



Linac
Frequency 2.856 GHz

Modulator pulse rep rate 30 Hz

Gun rep rate 2-10 Hz
(1-5 pulses, 33.4 ms apart every .5 sec)

Beam pulse length 8-17 ns

Bunch length 1-10 ps FWHM

Output energy 325 MeV

Output beam charge 3 nC (max.)

Normalized emittance (mm mrad) 10 π nm mrad

Injector Synchrotron (Booster)
Circumference 368.0 m

Ramping rep rate 2 Hz

Radio frequency 351.930 MHz

Lattice structure 10 FODO cells/quadrant

Nominal extraction energy 7.0 GeV

Injection energy 325 MeV

Storage Ring System
Circumference 1104 m

Revolution frequency 272 kHz

Radio frequency 351.930 MHz

Nominal energy 7.0 GeV

Number of periods in lattice 40

Length available for insertion device 5.0 m

Nominal circulating current, multibunch 100 mA

Natural emittance 2.5 x 10-9 nm-rad

DD AA TT AA
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(KEY: UA = 3.3 Undulator A; BM = Bending Magnet; CPU = Circularly Polarized Undulator; EMW = Elliptical Multipole Wiggler;
GU = Accepting General Users)

Beamline SCTR. Discipline Supported Techniques Source Status
1-BM XOR Physics, Materials Sci. Powder diffraction BM Operational/GU  

Reflectivity

1-ID XOR Materials Sci., Physics Phase contrast imaging UA Operational/GU  
High-energy x-ray scattering

2-BM XOR Physics, Life Sci. Phase contrast imaging BM Operational/GU  
Tomography
Microdiffraction
General diffraction

2-ID-B XOR Physics Microfluorescence 5.5 Undulator Operational/GU  
Phase contrast imaging
Coherent x-ray scattering

2-ID-D XOR Life Sci., Materials Sci. Microfluorescence UA Operational/GU  
Microdiffraction
Microprobe

2-ID-E XOR Life Sci., Enviro. Sci. Microfluorescence UA Operational/GU  
Imaging: X-ray fluorescence

3-ID XOR Physics Inelastic scattering 2.7 Undulator Operational/GU  
Nuclear resonant scattering

4-ID-C XOR Physics, Materials Sci. Photoemission electron microscopy CPU Operational/GU  
Photoemission spectroscopy
X-ray magnetic circular dichroism
Magnetic x-ray scattering

4-ID-D XOR Physics X-ray magnetic circular dichroism UA Operational/GU  
Anomalous and resonant scattering
Magnetic x-ray scattering

5-BM-C DND-CAT Materials Sci., Polymer Sci. Tomography BM Operational/GU  
Powder diffraction

5-BM-D DND-CAT Materials Sci., Polymer Sci. X-ray absorption fine structure BM Operational/GU  
High-energy x-ray scattering
Polymer

5-ID DND-CAT Materials Sci., Polymer Sci. Macromolecular crystallography UA Operational/GU  
Powder diffraction
Small-angle x-ray scattering
X-ray optics development
Polymer
Inorganic crystallography

6-ID MU-CAT Materials Sci. Liquid scattering UA Operational/GU  
Magnetic x-ray scattering
Powder diffraction
Surface diffraction
Liquid and solid surface scattering

6-ID-D MU-CAT Materials Sci. High-energy x-ray scattering UA Operational/GU  
Magnetic x-ray scattering
Powder diffraction
Time-resolved x-ray scattering

7-ID MHATT/XOR Materials Sci. Intensity fluctuation spectroscopy UA Operational/GU  
Time-resolved x-ray scattering
Microprobe
General diffraction

8-BM NE-CAT Life Sci. Macromolecular crystallography BM Commissioning  
Multiwavelength anomalous dispersion

*As of 4.01.04
(KEY: UA = 3.3 Undulator A; BM = Bending Magnet; CPU = Circularly Polarized Undulator; EMW = Elliptical Multipole Wiggler;

APS BE A M L I N E GU I D E* Source: http://beam.aps.anl.gov/pls/apsweb/bd_display_pkg.beamline_dir

http://beam.aps.anl.gov/pls/apsweb/bd_display_pkg.beamline_dir


DD AA TT AA

167

GU = Accepting General Users)

Beamline SCTR. Discipline Supported Techniques Source Status

8-ID IMMY/XOR Materials Sci. Coherent x-ray scattering UA Operational/GU  
Small-angle x-ray scattering
Time-resolved x-ray scattering
Wide-angle x-ray scattering

9-BM CMC-CAT Materials Sci. X-ray absorption fine structure BM Commissioning  
Surface diffraction
General diffraction

9-ID CMC-CAT Materials Sci. X-ray absorption fine structure UA Operational/GU  
Liquid scattering
Magnetic x-ray scattering
Small-angle x-ray scattering
General diffraction

10-ID MR-CAT Materials Sci., Enviro. Sci. X-ray absorption fine structure microscopy UA Operational/GU  
X-ray absorption fine structure
Diffraction anomalous fine structure

11-ID-B BESSRC/XOR Materials Sci., GeoSci. High-energy x-ray scattering EMW Operational/GU  

11-ID-C BESSRC/XOR Materials Sci., GeoSci. High-energy x-ray scattering EMW Operational/GU  

11-ID-D BESSRC/XOR Materials Sci., GeoSci. X-ray absorption fine structure EMW Operational/GU  
General diffraction

12-BM BESSRC/XOR Materials Sci., GeoSci. X-ray absorption fine structure BM Operational/GU  
Powder diffraction
General diffraction

12-ID BESSRC/XOR Materials Sci., Physics Intensity fluctuation spectroscopy UA Operational/GU  
Photoemission spectroscopy
Small-angle x-ray scattering

13-BM CARS-CAT GeoSci., Enviro. Sci. Tomography BM Operational/GU  
X-ray absorption fine structure
Fluorescence spectroscopy
Microprobe
General diffraction
Diamond anvil cell
Multi anvil press

13-ID CARS-CAT GeoSci., Enviro. Sci. X-ray absorption fine structure UA Operational/GU  
Fluorescence spectroscopy
Microdiffraction
Surface diffraction
Microprobe
General diffraction
Diamond anvil cell
Multi anvil press

14-BM-C CARS-CAT Life Sci. Macromolecular crystallography BM Operational/GU  
Microdiffraction
Time-resolved x-ray scattering

14-BM-D CARS-CAT Life Sci. Macromolecular crystallography BM Operational/GU  
Microdiffraction
Time-resolved x-ray scattering

14-ID CARS-CAT Life Sci. Macromolecular crystallography UA Operational/GU  
Microdiffraction
Multiwavelength anomalous dispersion
Time-resolved x-ray scattering
Laue crystallography

(KEY: UA = 3.3 Undulator A; BM = Bending Magnet; CPU = Circularly Polarized Undulator; EMW = Elliptical Multipole Wiggler;
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GU = Accepting General Users)

Beamline SCTR. Discipline Supported Techniques Source Status
15-ID CARS-CAT Materials Sci., Chemistry Anomalous and resonant scattering UA Operational/GU  

Liquid scattering
Time-resolved x-ray scattering
Wide-angle x-ray scattering
Microcrystallography
Liquid and solid surface scattering

16-BM HP-CAT Materials Sci., GeoSci. X-ray absorption fine structure BM Construction  
Anomalous and resonant scattering
Powder diffraction
Single-crystal diffraction

16-ID-B HP-CAT Materials Sci., GeoSci. X-ray absorption fine structure UA Operational/GU  
Compton scattering
Inelastic scattering
Microdiffraction
Nuclear resonant scattering
Powder diffraction
Diamond anvil cell

16-ID-D HP-CAT Materials Sci., GeoSci. X-ray absorption fine structure UA Commissioning  
Compton scattering
Inelastic scattering
Microdiffraction
Nuclear resonant scattering
Powder diffraction
Diamond anvil cell

17-BM IMCA-CAT Life Sci. Macromolecular crystallography BM Commissioning  
Multiwavelength anomalous dispersion

17-ID IMCA-CAT Life Sci. Macromolecular crystallography UA Operational/GU  
Multiwavelength anomalous dispersion

18-ID Bio-CAT Life Sci. X-ray absorption fine structure UA Operational/GU  
Fluorescence spectroscopy
Small-angle x-ray scattering
Time-resolved x-ray scattering
General diffraction

19-BM SBC-CAT Life Sci. Macromolecular crystallography BM Operational/GU  
Multiwavelength anomalous dispersion

19-ID SBC-CAT Life Sci. Macromolecular crystallography UA Operational/GU  
Multiwavelength anomalous dispersion

20-BM PNC/XOR Materials Sci., Enviro. Sci. X-ray absorption fine structure BM Operational/GU  
Diffraction anomalous fine structure

20-ID PNC/XOR Materials Sci., Enviro. Sci. X-ray absorption fine structure microscopy UA Operational/GU  
Microfluorescence
X-ray absorption fine structure
Diffraction anomalous fine structure
Microprobe
General diffraction

22-BM SER-CAT Life Sci. Macromolecular crystallography BM Operational 

22-ID SER-CAT Life Sci. Macromolecular crystallography UA Operational  
Multiwavelength anomalous dispersion

31-ID SGX-CAT Life Sci. Macromolecular crystallography UA Operational  

32-ID COM-CAT Materials Sci. X-ray absorption fine structure UA Operational  
Powder diffraction
Single-crystal diffraction
Small-angle x-ray scattering

(KEY: UA = 3.3 Undulator A; BM = Bending Magnet; CPU = Circularly Polarized Undulator; EMW = Elliptical Multipole Wiggler;
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GU = Accepting General Users)

Beamline SCTR. Discipline Supported Techniques Source Status
33-BM UNI-CAT Materials Sci. Topography BM Operational  

X-ray absorption fine structure
General diffraction

33-ID UNI-CAT Materials Sci. Anomalous and resonant scattering UA Operational/GU  
Inelastic scattering
Small-angle x-ray scattering
Surface diffraction
Ultrasmall angle x-ray scattering
General diffraction

34-ID UNI-CAT Materials Sci. Coherent x-ray scattering UA Operational/GU
Microdiffraction
Microprobe

APS TE C H N I Q U E S DI R E C T O R Y*
Technique Beamline
Absorption/Spectroscopy
Fluorescence spectroscopy 13-BM, 13-ID, 18-ID
Intensity fluctuation spectroscopy 12-ID, 7-ID
Photoemission spectroscopy 12-ID, 4-ID-C
X-ray absorption fine structure 10-ID, 11-ID-D, 12-BM, 13-BM, 13-ID, 16-ID-B, 18-ID, 20-BM, 20-ID, 5-BM-D, 9-ID
X-ray magnetic circular dichroism 4-ID-C, 4-ID-D

High Pressure
Diamond Anvil Cell 13-BM, 13-ID, 16-ID-B
Multi-Anvil Press 13-BM, 13-ID

Imaging 
X-ray absorption fine structure microscopy 10-ID, 20-ID
Microfluorescence 2-ID-B, 2-ID-D, 2-ID-E, 20-ID
Microprobe 13-BM, 13-ID, 2-ID-D, 20-ID, 34-ID, 7-ID
Phase contrast imaging 1-ID, 2-BM, 2-ID-B
Photoemission electron microscopy 4-ID-C
Tomography 13-BM, 2-BM, 5-BM-C

Protein Crystallography 
Macromolecular crystallography 14-BM-C, 14-BM-D, 14-ID, 17-ID, 19-BM, 19-ID, 5-ID
Multiwavelength anomalous dispersion 14-BM-D, 14-ID, 17-ID, 19-BM, 19-ID

Scattering 
Anomalous and resonant scattering 15-ID, 33-ID, 4-ID-D
Coherent x-ray scattering 2-ID-B, 34-ID, 8-ID
Compton Scattering 16-ID-B
Diffraction anomalous fine structure 10-ID, 20-BM, 20-ID
General diffraction 11-ID-D, 12-BM, 13-BM, 13-ID, 18-ID, 2-BM, 20-BM, 20-ID, 33-ID, 7-ID, 9-ID
High-energy x-ray scattering 1-ID, 11-ID-B, 11-ID-C, 5-BM-D, 6-ID-D
Inelastic scattering 16-ID-B, 3-ID, 33-ID
Liquid scattering 15-ID, 6-ID, 9-ID
Magnetic x-ray scattering 4-ID-C, 4-ID-D, 6-ID, 6-ID-D, 9-ID
Microdiffraction 13-ID, 14-BM-C, 14-BM-D, 14-ID, 16-ID-B, 2-BM, 2-ID-D, 34-ID
Nuclear resonant scattering 16-ID-B, 3-ID
Polymer 5-BM-D, 5-ID
Powder diffraction 1-BM, 12-BM, 16-ID-B, 5-BM-C, 5-ID, 6-ID, 6-ID-D
Reflectivity 1-BM
Small-angle x-ray scattering 12-ID, 18-ID, 33-ID, 5-ID, 8-ID, 9-ID
Surface diffraction 13-ID, 33-ID, 6-ID
Time-resolved x-ray scattering 14-BM-C, 14-BM-D, 14-ID, 15-ID, 18-ID, 6-ID-D, 7-ID, 8-ID
Ultrasmall-angle x-ray scattering 33-ID
Wide-angle x-ray scattering 15-ID, 8-ID

Miscellaneous 
X-ray optics development
*as of 4.01.04

Source: http://beam.aps.anl.gov/pls/apsweb/bd_display_pkg.technique_dir

http://beam.aps.anl.gov/pls/apsweb/bd_display_pkg.technique_dir
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APS SC I E N T I F I C AD V I S O R Y CO M M I T T E E ME M B E R S

William Bassett, Director, Mineral Physics Laboratory, Cornell University 

Paul M. Bertsch, Director, Savannah River Ecological Laboratory; Technical Director, Advanced Analytical Center for 
Environmental Sciences, University of Georgia

Howard Birnbaum, Director Emeritus, Materials Research Laboratory, University of Illinois at Urbana-Champaign

John R. Helliwell, Council for the Central Laboratory of the Research Councils  Director of Synchrotron Radiation
Science; Professor of Structural Chemistry, The University of Manchester

Wayne Hendrickson, Professor of Biochemistry and Molecular Biophysics, Columbia University College of Physicians
and Surgeons; and Howard Hughes Medical Investigator, Columbia University of Biochemistry
and Molecular Biophysics

Peter Ingram, Adjunct Professor of Pathology, Duke University Medical Center

Denis McWhan, Associate Laboratory Director (retired ), Brookhaven National Laboratory

Gerhard T. Materlik, Director, Diamond Light Source Ltd., Rutherford Appleton Laboratory

James R. Norris, Chair, Department of Chemistry, The University of Chicago

Paul Peercy, Dean, College of Engineering, University of Wisconsin-Madison

J. Michael Rowe (Chair, APS SAC), Director, Center for Neutron Research, and Center for Neutron Research,
National Institute of Standards & Technology

Joachim Stöhr, Professor and Deputy Director, Stanford Synchrotron Radiation Laboratory,
Stanford Linear Accelerator Center

Kathleen Taylor, Director (retired), Materials and Processes Laboratory, General Motors Research & Development
and Processing Center

Pierre Wiltzius, Director, Beckman Institute, and  Professor, Departments of Materials Science and Engineering,
and Physics, University of Illinois at Urbana-Champaign

Source: http://www.aps.anl.gov/user/committees/sac/sac.html

APS PA R T N E R US E R S CO U N C I L

Ercan Alp, XOR sector 3, Argonne National Laboratory

Wayne Anderson, LS-CAT, sector 21, Northwestern University

Mark Beno, BESSRC/XOR, sector 11, Argonne National Laboratory

Kent Blasie, CMC-CAT, sector 9, University of Pennsylvania

Bruce Bunker, MR-CAT, sector 10, University of Notre Dame

Malcolm Capel, NE-CAT, sector 24 and 8-BM, Cornell University

John Chrzas, SER-CAT, sector 22, University of Georgia

Roy Clarke, MHATT/XOR, sector 7, University of Michigan

Kevin D'Amico, SGX-CAT, sector 31, Structural GenomiX, Inc.

Bob Fischetti, GM/CA-CAT, sector 23, Argonne National Laboratory

Dean Haeffner, XOR, sector 1, Argonne National Laboratory

Tom Irving, Bio-CAT, sector 18, Illinois Institute of Technology

Andrzej Joachimiak, SBC-CAT, sector 19, Argonne National Laboratory

Lisa Keefe, IMCA-CAT, sector 17, Illinois Institute of Technology
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David H. Mao, HP-CAT, sector 16, Carnegie Institution of Washington
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