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Meso: a Constructionist Drive from the Bottom Up 
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Why understand plastic deformation? 

E.g. hot spots in orientation 
gradients nucleate recrystallization 
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The grand challenges in structural materials come down to needing to understand 
either processing or plastic deformation; the scale of individual grains is important 
because the extreme values of stress, strain and orientation gradients control many 
phenomena. 
 

Cerreta, Fensin, Lieberman … Wang, Acta mater. 59 3872 (2011) 

E.g. Hot spots in 
normal tractions (plus 
other components) 
generate voids: 

EBSD map of shocked copper 

Magnified view showing void 
adjacent to a grain boundary 



Deformation & Crystal Plasticity 
�  In metals, plastic deformation via dislocation motion provides 

controllable strength and prevents cracks from propagating in a 
brittle manner (via blunting). 

�  Dislocations are highly flexible line defects that move in 
response to (shear) stress and are (in effect) the carriers of 
strain; each dislocation carries ~2Å displacement with it. 

�  The flow of dislocations is thermally activated and the behavior 
of large (interacting) populations is a classic mesoscale problem; 
individual dislocations are well understood but the collective 
behavior is still challenging. 

�  “Dislocation dynamics” = any model that simulates the 
interaction & motion of discretized line models of dislocations.   

�  “Crystal plasticity” = any model that incorporates the 
crystallographic aspects of dislocation flow into a continuum 
model of deformation.  It almost invariably uses a power-law 
relationship between the shear rate and the stress resolved 
onto the slip system. 

�  The rate sensitive approach is easily justified based on 
macroscopic observations but has not been verified at a lower 
level, e.g. with molecular dynamics or dislocation dynamics.  
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[Kocks, Tomé, Wenk, Ch. 8] 



Dislocation, Stress Fields  
�  One of the challenges of 

modeling dislocations is how to 
incorporate (elastic) anisotropy. 

�  Spectral methods (FFT) can deal 
with dislocations as packets of 
eigenstrain. 

�  Direct imaging of dislocation 
arrays with well understood 
boundary conditions would 
enable validation of such models. 
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Stress from dislocation 
loops, calculated with FFT 
method. 
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The Dwell Fatigue Challenge 
In Ti alloys, pausing (under 
load) during cyclic loading 
results in a drastic reduction 
in fatigue life. 
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How Will the MBA Help? 

Slip in Ti comprises at least 3 
different systems, with quite 
different critical resolved shear 
stresses.  More coherency at 
higher energy will permit deeper 
probes of slip activity in buried 
crystallites.  3D orientation+strain 
mapping (e.g. NF-HEDM + FF) also 
needed to provide known 
boundary conditions. Note: this 
will complement existing efforts 
to quantify the effects of meso-
scale heterogeneities (e.g.  AFRL, 
Rolls-Royce research). 
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Von Mises effective stress states in  
individual grains, mapped by near-field 
HEDM, in a Ti-7Al alloy held under 
constant load for 24 hours. Slow defect 
dynamics lead to significant load re-
distribution among the crystals  
(Schuren et al. COSSMS 2014). 



• Locate and center EDM cut off of scribe at specimen OD (The scribe is the critical 
location.  Pen-mark is just general vicinity) 

• Offset EDM cylinder cut 10-mils from specimen OD 

0.010” 

0.039” dia 

0.30” 

Locating scribe 

Locating pen-mark 

+ 

Locating scribe 

Pin extraction from Fully 
Fatigue Fractured Rene88DT 

Material: R88DT 
Test Temperature = 750°F 

A = 1.0 
Min Strain = 0% 

Max Strain = 0.65% 
Waveform: 30cpm triangular 

Environment: Air 
Nf = 96,101 cycles 

Gauge section mechanically polished and lightly 
etched prior to testing to reveal grain 

structure 
 

Tested by General Electric 



Initiating facet 

Pin extraction from LCF bar  

Initiating facet 

Initiation facet captured 
within 1mm diameter pin 



Schematic	 Experiment Schematic 
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High Stress near Initiation Point? 

Grain 27454 identified 
as being close to the 
initiation point 
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15 Grains 13,450-13,550, and 27,440-27454 colored by von Mises stress 



16 Zoom: Grains 13,450-13,550, and 27,440-27454 colored by von Mises stress 



17 
Zoom, closer: Grains 13,450-13,550, and 27,440-27454 colored by von Mises stress 
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Composite, closer: Grains 13,450-13,550, and 27,440-27454 colored by von Mises stress 



How Will the MBA Help? 

[As before …] More coherency at 
higher energy will permit deeper 
probes of slip activity in buried 
crystallites.  3D orientation+strain 
mapping (e.g. NF-HEDM + FF) also 
needed to provide known 
boundary conditions. In particular, 
we need maps of orientation and 
elastic strain around crack tips.  
These will enable detailed 
comparisons with full field 
deformation models (that include 
crystal plasticity). 
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Ulvestad et al. Science (2015).  Motion of 
individual dislocation line segments within a 
nanoparticle during charge-discharge cycles. 

BATTERIES

Topological defect dynamics in
operando battery nanoparticles
A. Ulvestad,1 A. Singer,1 J. N. Clark,2,3 H. M. Cho,4 J. W. Kim,1 R. Harder,5 J. Maser,5

Y. S. Meng,4* O. G. Shpyrko1*

Topological defects can markedly alter nanomaterial properties. This presents
opportunities for “defect engineering,” where desired functionalities are generated through
defect manipulation. However, imaging defects in working devices with nanoscale
resolution remains elusive. We report three-dimensional imaging of dislocation dynamics
in individual battery cathode nanoparticles under operando conditions using Bragg
coherent diffractive imaging. Dislocations are static at room temperature and mobile
during charge transport. During the structural phase transformation, the lithium-rich phase
nucleates near the dislocation and spreads inhomogeneously. The dislocation field is a
local probe of elastic properties, and we find that a region of the material exhibits a negative
Poisson’s ratio at high voltage. Operando dislocation imaging thus opens a powerful avenue
for facilitating improvement and rational design of nanostructured materials.

N
anoconfinement causesmaterial properties
to differ substantially from their bulk coun-
terparts in many ways and can lead to size-
tunable thermodynamics, faster intercalation
kinetics, and extended life cycles (1). “De-

fect engineering” can be used to further design
and optimize properties owing to the apprecia-
ble influence of defects on material properties
(2, 3). Motivated by this opportunity, many re-
searchers worked to develop imaging techniques
capable of resolving defects, in particular dis-
locations (4, 5).
The observation of dislocations with techni-

ques such as x-ray topography (6, 7) and recip-
rocal space mapping dates back to the 1950s
(8–10). The coherence of third-generation syn-
chrotron x-ray beams enabled several new defect
imaging techniques (11), including phase con-
trast tomography (12) and Bragg x-ray ptychog-
raphy (13), which was recently used to visualize
the displacement field of a dislocation in silicon.
For a recent review of defect imaging using co-
herent methods, see (14).
Bragg coherent diffraction imaging (BCDI)

relies on interference produced by coherent
x-rays and phase-retrieval algorithms to recon-
struct the three-dimensional (3D) electrondensity
and atomic displacement fields in nanocrystals
(15–18). The displacement field information
that BCDI provides is complementary to the
aforementioned techniques and crucial in iden-
tifying the character of single dislocations. BCDI

can also track, with nanoscale resolution, buried
single defects under operando conditions.
The role of dislocations in Li-ion battery per-

formance remains largely underexplored, and
one of the few areas where materials can be
further optimized. The appearance of disloca-
tions correlates with capacity loss (19), as dis-
locations induce stress and strain (20). Yet,
dislocations can relieve strain during phase
transformations by allowing the interface be-
tween the phases to decohere and thus prevent
cracking and the associated active material
loss and undesirable surface reactions with the
electrolyte (21, 22). To understand these nuances,
we must first track single defects in operating
devices under working conditions. We use BCDI
to study single defects in the nanostructured
disordered spinelmaterial LiNi0.5Mn1.5O4 (LNMO).
LNMO is a promising high-voltage cathode
material in which the lithium diffusion path-

way is three-dimensional (23). In addition, the
material exhibits both two-phase coexistence
and phase transformations at certain lithium
concentrations during charge and discharge,
as evidenced by both electrochemical and dif-
fraction data (21, 24–26). The phases are dif-
ferent in their lattice constant but have the same
symmetry group (Fd3m).
The experimental setup is shown schemati-

cally in Fig. 1. Focused coherent x-rays are inci-
dent on an in situ coin cell (fig. S1) that contains
the nanoparticulate LNMO cathodematerial. X-ray
diffraction data (fig. S2) and electrochemical data
(fig. S3) confirm expected behavior of the LNMO
cathode. The x-rays scattered by a single LNMO
particle satisfying the (111) Bragg condition are
recorded on an area detector (27). The exper-
imental geometry, combined with the random
orientation of the cathode nanoparticles, ensures
that the (111) Bragg reflections corresponding
to separate particles are well separated and an
individual reflection can be isolated on the de-
tector. The battery was cycled 101 times at a fast
rate (30 min for full charge) before the imaging
experiment. From the coherent diffraction data,
we reconstruct both the 3D distribution of elec-
tron density, rðx; y; zÞ, and the 3D displacement
field along [111], u111(x,y,z), in an individual cath-
ode nanoparticle with 35-nm spatial resolution
(fig. S4) (27).
Figure 2A shows the isosurface rendering of

the particle shape. Figure 2B shows a cross-
section of the 3Ddisplacement field [u111(x,y,z= z0)]
in the cathode nanoparticle. The [111] direction is
approximately along the x axis, whereas the x-ray
beam is almost parallel to the z axis. To determine
the defect type responsible for the displacement
field in Fig. 2, B and C, Fig. 2D shows the dis-
placement field magnitudes at a fixed radius, r,
as a function of azimuthal angle, q. Depending
on the defect type, this angular distribution will
have distinct features. For example, displacement
fields generated by screw dislocations must vary
linearly with q (28). Edge dislocations produce
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Edge dislocation

Incident Coherent 
X-rays

Diffracted Coherent 
X-rays

In situ coin cell

 Cathode nanoparticle

Fig. 1. Bragg coherent diffractive imaging experiment schematic. Coherent x-rays (red) are incident
on a cathode nanoparticle (green) containing an edge dislocation. A schematic of an edge dislocation for a
cubic unit cell structure is shown with the extra half plane colored purple. The diffracted x-rays carry
information about the 3D electron density and atomic displacement fields within the particle that allows
the type of dislocation to be identified.
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displacements both perpendicular and parallel to
the extra half plane given by (28)

u⊥ ¼ b
2p

qþ sin2q
4ð1 − nÞ

! "
ð1aÞ

u∥ ¼ −
b
2p

1 − 2n
4ð1 − nÞ logr

2 þ cos2q
4ð1 − nÞ

! "
ð1bÞ

where r and q are the radial and azimuthal co-
ordinate, b is the Burgers vector length, and n is
Poisson’s ratio (see fig. S5 for coordinate defini-
tion). Thus, an edge dislocation produces a dis-
placement field that varies linearly with q with
an additional periodic modulation. By inspec-
tion of Fig. 2D, we identify the displacement
field in Fig. 2, B and C, as resulting from edge
dislocations.
We quantitatively determined the edge dislo-

cation properties and the elastic properties in the
nearby region by using Eqs. 1a and 1b with b and
n as fit parameters (27). Other elastic parameters
determined from the displacement field are
consistent with expectations (27). The crystallo-
graphic geometry of the edge dislocation with
respect to [111] is determined from the 3D dis-
placement field to be 50 T 8°, in good agreement
with the predicted value of 54° for an edge dis-
location along <100>. The fitted Burgers vector
magnitude of 8 T 1 Å is in excellent agreement
with the lattice constant along <100>, which is
8.16 Å, and the fitted Poisson’s ratio of 0.27 T 0.1
agrees with the bulk value of 0.3 in the discharged
state (29). For additional fit information, see figs.
S6 and S7.
We mapped the edge dislocations in 3D, and

by repeated measurements confirmed that they
were static for at least an hour at room tem-
perature (fig. S8). Figure 3 shows the evolution of
the dislocation line as a function of charging. The
width of the dislocation line reflects the un-
certainty in the position as determined by the
phase retrieval transfer function (27). The evolu-
tion of the single-particle lattice constant during
charging and discharging is shown in fig. S9.
We observe dislocation line movement as a

function of charge transport, which means that
the dislocations are stable at room temperature

and dynamic under applied current. There is in-
homogeneity in the amount of movement among
different line segments, and it does not appear to
be random. Instead, there is preferential move-
ment toward the boundary of the particle. Addi-
tional time sequences are shown in fig. S10.
We perform fits as shown in Fig. 2 to all

dislocations as a function of charge state in order
to locally determine the Poisson’s ratio in the
single particle along the dislocation line (27).
Figure 4A shows Poisson’s ratio of the particle in
the vicinity of the dislocation line as a function of
charge state. At full lithiation (discharged), the

local Poisson’s ratio is in excellent agreement
with the literature value of 0.3 (29). However, the
lithium concentration changes as a function of
voltage and is known to change material prop-
erties, including Young’s modulus (30) and the
diffusion coefficient (31). Surprisingly, we observe
that Poisson’s ratio decreases during delithiation,
eventually becoming negative at roughly 4.5 V.
The negative Poisson’s ratio, or auxetic prop-

erty, could be due to the peculiar structural changes
in LNMO. It is known that materials are auxetic
for a variety of reasons, including the presence of
microstructures, such as reentrant honeycombs,
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9.1 Methodology

The methodology proposed in this work is summarised graphically in Fig. 29. From CPFE
computations of a cracked body (Fig. 29a), a damage indicator based on the accumulated
slip, the resolved shear stress and the normal stress on each slip system is calculated at
each integration point and for every time increment (Fig. 29b). The crack growth direction
is then determined by analysing this damage indicator in the region around the crack front
(Fig. 29c). The crack is extended via remeshing at each propagation event (Fig. 29d). At
this point the state variables can be transfered to the new mesh corresponding to the new
crack configuration. The CPFE computation is then continued. Each of these steps of the
crack growth simulation methodology is explained in full detail in the next paragraphs.

cyclic loading

cracked body CPFE computation

of N loading cycles

[MPa]

Evaluation of the damage indicator D
near the crack front

 0

 10

 20

(MPa)

0°

60°
θ=61°120°

180°

240° 300°

θ=299°

Determination of local crack

propagation direction and length

Crack propagation through remeshing

and plastic field transfer

Figure 29: Principle of the proposed iterative crack propagation simulation methodology.

9.1.1 Crystal plasticity model

In order to analyse the slip system activity and to determine the driving force for short
crack propagation, an elasto-visco-plastic crystal plasticity model was selected [53, 54].
The CPFE computations were carried out in the framework of infinitesimal strains using
the Z-set software [55].

The total strain tensor "⇠ is partitioned into an elastic part "⇠
e and a plastic part "⇠

p.
Regarding elasticity, the material is considered linear and isotropic for simplicity, according
to Hooke’s law:

51

Proudhon 



Phase transformations 
�  Nucleation is a very general problem in all phase transformations.  Most 

models have to fit nucleation densities (and rates) to experimental data.  
Current techniques, e.g. atom probe, TEM, are destructive.  Real time atomic 
resolution would be enormously useful because it applies to a wide range of 
materials. 

�  It would be useful to have a transformation potential for martensitic 
(diffusionless, solid state) transformations.  For example, TRIP and TWIP 
steels depend on transformation and twinning, respectively to achieve high 
strength and ductility. 

�  Shape memory alloys also depend on transformation for their properties.  
Again, more detailed probes of their behavior within individual grains would 
be useful. 

�  Even a classical material such as pearlite (lamellar ferrite+cementite) 
exhibits a number of puzzles.  How exactly does the cementite deform 
when it has such limited slip systems?  What is the interface structure and 
how does that affect deformation? 

�  The main point is, with a new ability to measure displacements at the 
10-‐1000  nm  scale, any transformation that involves cooperative atom 
movement may be accessible to the use of coherent x-rays. 

20 



Selected Expt.-Simulation Comparisons	 
�  R. Becker and S. Panchanadeeswaran. Effects of grain interactions on deformation and local texture 

in polycrystals.  Acta metall., 43:2701–2719, 1995. 

�  D. Raabe et al. Micromechanical and macromechanical effects in grain scale polycrystal plasticity 
experimentation and simulation.  Acta materialia, 49: 3433–3441, 2001. 

�  S. Zaefferer et al. On the influence of the grain boundary misorientation on the plastic deformation 
of aluminum bicrystals. Acta materialia, 51: 4719–4735, 2003. 

�  G. Winther et al. Lattice rotations of individual bulk grains part ii: correlation with initial orientation 
and model comparison.  Acta materialia, 52: 2863–2872, 2004. 

�  S.R. Kalidindi et al. Detailed analyses of grain–scale plastic deformation in columnar polycrystalline 
aluminium using orientation image mapping and crystal plasticity models. Proc. Roy. Soc. London A 460: 
1935–1956, 2004. 

�  R.A. Lebensohn et al. Orientation image-based micromechanical modelling of subgrain texture 
evolution in polycrystalline copper.  Acta materialia, 56: 3914–3926, 2008. 

�  C. Rehrl et al. Crystal orientation changes: A comparison between a crystal plasticity finite element 
study and experimental results.  Acta Materialia, 60: 2379 – 2386, 2012. 

�  Y. Choi et al., Crystal Plasticity Finite Element Method Simulations for a Polycrystalline Ni Micro-
Specimen Deformed in Tension, Metall. Trans.  A, in press (2014). 
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High Energy X-ray Diffraction 
Microscopy (nf-HEDM) 

Advanced	  Photon	  Source	  Measurements	  
	  

•  1-‐ID	  high	  brilliance,	  high	  energy	  x-‐rays	  
•  Millimeter	  samples	  probed	  with	  micron	  

spa;al,	  <	  0.1	  deg	  orienta;on	  resolu;on	  
•  Tera-‐byte	  data	  sets	  
•  >	  3	  x	  106	  Bragg	  peaks	  	  
•  103	  core	  parallel	  processing:	  2D	  images	  

to	  3D	  orienta;on	  maps	   Stack	  of	  layers	  =	  3D	  microstructure	  
Colors	  based	  on	  crystal	  orienta;ons	  

HEDM	  measurement	  schema0c	   Computa0onal	  reconstruc0on	  

Image	  diffracted	  beams	  	  
•  360	  images/layer	  
•  ~100	  	  successive	  cross-‐

sec;ons	  

Op;mizes	  orienta;ons	  
in	  >	  107	  voxels	  (volume	  
elements)	  

3D	  copper	  microstructure	  

0.4 mm3 
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Poulsen,	  Springer	  	  2004	  
Suter	  et	  al.,	  Rev.	  Sci.	  Instruments,	  2006	  

Li	  and	  Suter,	  J	  Appl.	  Cryst.	  2013;	  LLNL-‐CODE-‐657639	  



HEDM of Tensile Test on Zr	 
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• Dogbone 
design but with 
rectangular 
cross-section 
 
• HEDM 
snapshots at:  
0 %, 0.1 %, 13 % 
and 17 % 
 
• Note near-
plane strain 
	 

Mechanical Twins	 

“Tensile twin nucleation events coupled to neighboring slip observed in 3D”, Lind et al., Acta mater., 74 213-220 (2014)  
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with microstructural features {101̄0} (0001)



Zr: Rotation axes, twinning	 

26 

Misorientation from origin	 

Magenta: twin 
Yellow line:  
{1012} twin plane	 

Edges of deformation 
bands (jumps in 
orientation) = local 
misorientation axis  
is // 0001, consistent with 
prismatic slip.	 



Zr: Tensile Twinning	 

�  Evidence for slip-twin interaction 
�  Line (yellow) denotes the twinning plane, 	 
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{101̄2}



Schmid factors, Resolved Shear Stress	 

Schmid factors at 0 % - Schmid factors at 13 % – Resolved Shear Stress	 
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�  Each line = an observed twin 
�  Green zone: positive Schmid factors 
�  Red zone: negative Schmid factors 
�  Set of 6 marks indicates the variants; white mark = observed twin variant 
�  Full field elastic stress calculation provides resolved shear stresses; little change 

compared to simple Schmid factors 
�  Several variants occur with negative Schmid factors ⇒ Plasticity influences twinning	 

-         0     +	 -         0     +	 -         0     +	 

(Anisotropic) elastic stress-strain 
fields computed with FFT method 



How will the MBA help? 
�  [As before …] The MBA will help by providing 

useful/usable intensities of coherent photons at 
high enough energies to penetrate metals. 

�  This will enable orientation mapping, elastic strain 
mapping, defect mapping in buried crystallites.   

�  High intensities will enable frequent sampling in 
strain (time), which is essential for detecting rare 
events i.e. the onset of mechanical twinning. 

�  This is essential for solving the problem of why 
twins form in contradiction to standard ideas 
about stress-controlled defect motion. 
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Detector Images: Experimental Set-up 

Each illuminated layer is reconstructed to a 2D 
orientation field; layers are then stacked 
together to obtain a 3D orientation map 

Li et al. J. Appl. Cryst. 45 1098 (2012) 
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Kernel Average Misorientation (KAM) 

• For each point (orange box), 
compute the misorientation (θ, 
angle only, purple arrows) for 
each nearest neighbor (26 in 
3D).   
• For all values < chosen 
threshold (ψ, say, = 5°) compute 
an average value. 
• Use of a threshold eliminates 
any contribution from high angle 
boundaries. 
High values indicate orientation 
gradients, obviously, which are 
closely related to GND. 
• Averaged over a grain gives 
Grain Ave. Misorientation (GAM) € 

KAM = θ gpoint ,gneighbor( ) |θ <ψ

neighbor 

neighbor 

neighbor 

neighbor 

Why is KAM important?  E.g. nucleation of recrystallization 

∆g = {Oc}gBgA-1{Oc}	 



Experimental measured initial 
microstructure: Input to FFT 
simulation 
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350X350X100 grid 
periodic in Z 

Along x & y: 2.8 µm 
Along z: 4.0 µm 

Gray = buffer region (zero strength) 
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Summary 
�  Dislocation dynamics simulations are now able to include elastic anisotropy 

and nearly arbitrary boundary conditions.  Such simulations require 
validation, which should be feasible given the new capability. 

�  Dwell fatigue is a serious engineering issue that has been quantified 
macroscopically.  The new capability will enable us to probe the problem at 
the level of individual slip systems, perhaps even individual slip events. 

�  The early stages of fatigue crack propagation are known to be irregular and 
dependent on local crystallography (i.e. slip conditions). New capability will 
allow us to probe local events.  This extends into stress corrosion cracking 
where local (electro-)chemistry is crucial. 

�  Mechanical twinning exhibits counter-intuitive features e.g. twins appear 
where stress control counter-indicates.  New capability will provide local 
conditions plus observations of rare events. 

�  Crystal plasticity predictions of the evolution of orientation fields are clearly 
inadequate.  New information from upgraded diffraction capability will 
provide essential information for developing new and improved models. 

�  Etc. etc. … 
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